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ABSTRACT

The overall goal of the study was to investigate the impact of the factors of root transparency, familiarity/frequency, and concreteness on form-meaning relations in the mental lexicon of Hebrew speaker-writers in a developmental perspective. The theoretical grounds underlying the study encompass a range of topics, including: definition and description of the mental lexicon as against conventional dictionaries, the role of morphology in the mental lexicon, models of semantic representation, the effect of ease of root extraction (hence, morphological transparency) and of semantic relatedness (hence, semantic transparency) on the morphology-semantics interface, and accounts of the factors of familiarity and/or frequency and of imageability and/or concreteness in the mental lexicon. This broad array of issues is considered in each case in terms of crosslinguistically shared properties followed by analysis of Hebrew-specific features – as delineated in relation to prior research in the introduction (Chapter I), tested by means of a complex multi-phased research design (Chapter 2), and reviewed and re-interpreted in light of the findings of the study (Chapter 3) in the concluding discussion (Chapter 4).

The theoretical concerns noted above were operationalized in the study in the form of a three-phased research-project, focusing on the category of Hebrew derived nouns. This class of items represents a rich, yet coherent and homogenous lexical category, one that displays a wide array of form-meaning reactions, in the shape of word-families related by shared consonantal elements (e.g., migdal ‘tower’, gdila ‘growing, growth’, gidul ‘growing, growth and also tumor’, gdula ‘greatness, importance’, gódel ‘size’ and gdil ‘tassel’ – all derived from the triconsonantal root g-d-l).

The first and second phases of the study were devoted to establishing a data-base of Hebrew derived nouns with respect to the independent variables of the study: the structural variable of root transparency, the usage variable of familiarity/frequency, and the semantic variable of concreteness. The first phase of the study, aimed at preliminary selection of research items, took the form of dictionary searches. As its point of departure, the list of roots provided in the supplement of the Even-Shoshan (1993) dictionary was searched for roots, both three-consonantal (hence transparent) and bi-consonantal (hence opaque), which could be defined as “productive”, since they included
at least four derived nouns with varying degrees of semantic relatedness between them. The interim result of this initial search yielded 4,000 Hebrew derived nouns, arranged in small families with a shared root, typically including 4-8 derived nouns for each shared root. The next step of this phase of the study was a comparison of this initial data-base with three other dictionaries -- (1) The Concise Sapphire -Dictionary (Avneyon, 1997) (Henceforth, Sapphire); (2) the floppy-disc version of Rav-Milim ‘multi-word’ computerized dictionary (Choueka & Freidkin, 1997); and (3) the internet site of the Academy of the Hebrew Language – on the basis of which, only those nouns out of the 4,000 that occurred in at least two of these three dictionaries qualified for inclusion in the research data-base. The next step involved discarding families of nouns derived from the same root that were also all related by a shared meaning (hence semantically transparent). Three judges decided whether a given word family was semantically transparent or not, in order to restrict the final data-base to word families that were unanimously judged to include unrelated (hence, semantically opaque) derived nouns. For example, the derived nouns from the root p-g-š ‘meet’ (as in pgiša ‘meeting’, mifgaš ‘encounter’, pagoš ‘car bumper’) were excluded from the database since one of the judges considered them to all be semantically related; on the other hand, nouns derived from the root g-d-l ‘grow’ were retained, since they include both semantically transparent relations (e.g., gódel ‘size’, migdal ‘tower’) and unrelated, hence opaque relations (e.g., gdil ‘tassel’). This set of different procedures eventually yielded a data-base of 2,400 Hebrew derived nouns with differing degrees of semantic transparency, two-thirds of which were derived from full or canonically triconsonantal (hence, morphologically transparent) roots and the remaining one-third derived from weak or defective (hence morphologically opaque) roots.

In the second phase of the study this data-base was randomly subdivided into 9 groups of around 260 nouns each, for use in questionnaires each of which were administered to 30 native speakers of Hebrew. The purpose of these questionnaires was to compensate for lack of large-scale, established norms for such psycholinguistic variables as familiarity and imageability in Hebrew – by providing rankings of (1) subjective familiarity (a variable corresponding closely to frequency in the research literature) and (2) Imageability (the ease with which a mental image is evoked by a given noun). Both types of questionnaires, however, yielded unexpected outcomes that
required reconsideration of these factors as independent variables of the study for the following reasons. First, although the familiarity questionnaires deliberately included a sizeable proportion of derived nouns that the researcher and her associates had defined as infrequent, arcane, or virtually obsolete, in over 80% of the cases respondents rated them as “well-known” or “very familiar”. This finding was attributed to the effect of “pseudo-familiarity”, such that speaker-writers of Hebrew judge words to be familiar on the basis of their familiarity with extant Hebrew roots and morphological patterns, even when they in fact do not know their meanings. This unanticipated finding led to administration of a second questionnaire, aimed at ranking subjective frequency in terms of how often respondents had encountered the target items. The subjective frequency questionnaires showed more evenly distributed rankings, so proving more sensitive to the actual lexical status of the target items and giving a more realistic picture of respondents’ knowledge of what they meant. Eventually, a combined measure of both variables was specified in terms of was termed the F-score, a weighted mean of familiarity and frequency combined.

As for the second variable, of imageability, attempts to achieve valid or reliable rankings failed, because (1) respondents found it impossible to rank imageability to unfamiliar/infrequent nouns (that is, with low F-scores), (2) they found it hard to rank imageability for nouns lying somewhere in the middle of the imageability scale, and (3) their responses showed a very high level of individual variation. Consequently, it was decided to replace imageability by the variable of concreteness, defined for a subset of nearly 400 nouns which a group of 30 other respondents (some language or linguistic specialists, others not) had agreed on as being either very concrete or very abstract. In all, over 600 respondents participated in these two initial phases, either as consultants with expert knowledge of Hebrew language and linguistics or as naïve respondents to the questionnaires.

The third and final phase of the study included structured elicitations aimed at shedding light on varied facets of the mental lexicon of Hebrew. Elicitations took the form of off-line written tests and on-line computerized priming experiments – based on carefully selected subsets of nouns from the familiarity/frequency database (with high or low F-scores respectively) and nouns with plus or minus values for concreteness
(concrete or abstract respectively). A special battery of seven tests was designed and administered in writing to three groups of respondents -- 6th graders aged 11-12 years, 10th graders aged 15-16 years, and adults in their 20s and 30s. The seven tasks were organized around four main topics of varying degrees of difficulty, as follows: (1) Two tests concerned relatedness between words, in which the input nouns were presented to the respondents with four distractors, related to the input noun morphologically (the same root), morphologically plus semantically (the same root and semantic relatedness), semantically (semantic relatedness), and phonologically (a rhyming word) – with respondents in one test required to select the word out of the four that was most highly related to the input nouns and in the second to rank the degree of relatedness of each distracter to the input noun. (2) In a comprehension task of interpretation in context, respondents were required to give the meaning of unfamiliar/infrequent input nouns presented to them in sentential contexts providing vaguely general semantic-pragmatic clues to their meaning and use. (3) In two free association tasks, respondents were required to provide a single association or multiple associations respectively to the input nouns. (4) Two tasks of sentential use and definitions required respondents to construct a sentence with or give a definition for the input nouns. Instructions to the tasks were deliberately kept to a minimum, with no explicit directives or examples, so as to achieve unbiased results that genuinely reflect the mental lexicon of Hebrew speaker-writers. After extensive piloting, two parallel versions of the questionnaires were prepared, balanced for difficulty and the time required to fill them out. A total of 250 respondents participated in the written battery, subdivided by age so that the same number and types of test items were administered in each of the three age groups.

The on-line facet of the third phase of structured elicitations took the form of pilot priming experiments, designed as lexical decision tasks conducted with 120 students at Haifa University. The experimental stimuli were basically similar to the items in the relatedness written tasks, so as to provide complementary off-line and on-line perspectives on the mental lexicon. An identical number of non-words as of real words were presented to participants, who were required to decide as quickly and accurately as possible whether the string of letters they saw on the screen was a real Hebrew word.
Respondents were exposed to primes for the brief period of 50ms or 100ms, with items related to the target noun predicted to shorten the lexical decision time.

All the tasks in the structured elicitations yielded rich results and interactions, the most salient of which are noted in what follows. The two relatedness tasks differed in the preferred distractor in each case: The semantic distractor was preferred in the multiple-choice task and the morphological distractor in the ranking task, while the phonological distractor was markedly less preferred on both tasks. Results of the task of interpretation in context highlighted the importance of a supportive context, even when vague and general, as a clue for interpretation of unfamiliar/infrequent words. The association tasks yielded thousands of results, the most interesting of which were (i) the numerous semantic-pragmatic relations represented by the associations given to familiar/frequent nouns and (ii) the strategies employed by respondents in giving associations to unfamiliar/infrequent nouns, which were typically based on either their morphological/phonological properties or their resemblance to other, familiar/frequent nouns (for example, the association pil ‘elephant’ given to the input noun gdil ‘tassel’, based on the root g-d-l ‘grow’). Results of both the sentential tasks (sentence-construction and definitions) revealed a clear semantic-syntactic interdependency, expressed by the preference for relative clauses with concrete nouns and by the role of the concrete-abstract contrast in determining the syntactic position of the input noun.

Robust effects for each and every independent variable were revealed in this study, part predicted and part unpredicted. Root transparency was predicted to play a role in the mental lexicon mainly for isolated words, mainly unfamiliar/infrequent nouns, which were expected to be decomposed to their morphological constituents. However, root transparency played an unanticipated role in the sentential tasks and in familiar/frequent nouns as well. The most remarkably unanticipated effect of familiarity/frequency emerged in the form of the varied strategies, based mainly on structural cues, employed by Hebrew speaker-writers when encountering unfamiliar/infrequent nouns in the off-line written tasks and in the very high rate of errors that they demonstrated in the lexical decision tasks. The variable of concreteness was shown, as predicted, to facilitate psycholinguistic processing, but it also turned out to interact with all the other independent variables, demonstrating two differential
trajectories in the mental lexicon, one for concrete and another for abstract derived nouns -- developmentally and syntactically as well as semantically.

Developmental findings proved that consolidation of the mental lexicon of Hebrew speaker-writers is a long and protracted process that continues into adolescence and beyond. The youngest group of 6th graders differed markedly in many respects from 10th graders and adults, showing more reliance on structural cues and less proficient or well-established lexical knowledge than older respondents. Age also interacted strongly with all the other independent variables of the study, yielding two distinct curves, a moderate one with a high starting point to nouns derived from full roots, to familiar/frequent items, and to concrete nouns, as against a steep, often inconclusive developmental trajectory in the case of nouns derived from defective roots, as well as unfamiliar/infrequent items, and abstract nouns.

This multifaceted and complex design, based on several phases and sub-phases, yielded numerous unpredicted and interesting results, the implications of which are considered in detail in the concluding part of the study. The most salient such findings can be summed up as follows: (1) negative effects throughout the study of normative diacritical vowel pointing, especially of those that are less common, on Hebrew speaker-writers, who typically ignored and often misread them; (2) the distinct nature of the factors of familiarity and frequency, typically referred to as one entity in the research literature, in the mental lexicon of Hebrew; (3) the effects of typological factors such as type of verbal pattern and type of morphological derivation on the breakdown of familiarity/frequency rankings; and (4) the various, sometimes very creative, types of associations given to unfamiliar/infrequent nouns, proving this task to be a very insightful tool for investigating the associative networks of the mental lexicon of Hebrew.

In sum, this study offers a “guided tour” into the mental lexicon of Hebrew, a tour whose outcomes and implications were in part anticipated and to a large extent unexpected. The large mass of data collected in the course of the study (more than 18,000 responses in the structured elicitations) and the high number of participants (over 1,000 in all) made it possible to obtain a comprehensive and multifaceted picture on the mental lexicon of Hebrew in development.
NOTATIONAL CONVENTIONS

Hebrew data are represented distinctly for roots – as abstract, unpronounceable elements – and for words as items in the Hebrew lexicon.

1. **Root elements** are entered by IPA symbols, reflecting their orthographic counterparts, and separated by hyphens, as illustrated further below.

2. **Words** are represented in broad phonemic transcription to reflect pronunciation of “General Israeli Hebrew” (Blanc, 1964; Ravid, 1995), with an accent aigu indicating the stressed syllable in words with non-final (penultimate or antepenultimate) stress, and followed by an English gloss in single quotes. For example, the letters q-c-b stand for the three root consonants of words like kécev ‘rhythm’ and kicba ‘allowance’, with the symbol q standing for the Hebrew letter Ɑ, typically pronounced as a voiceless velar stop, the c standing for the voiceless alveolar affricate, ⱳ and the letter b used for both the stop and fricative realizations of the letter ב. Similarly, the letters p and k are used for both the stop and fricative versions of the voiceless labial and velar consonants respectively. For example, the medial and final elements of the root h-p-k occur as fricatives in the word hafixa ‘uprising’ (cf. mahapexa ‘revolution’).

3. The **weak radical elements** represented by the letter א (the glottal stop) and ע (historically, the voiced pharyngeal fricative) are transcribed by ‘ and ′ respectively. For example, the root ‘-b-q occurs in nouns like avak ‘dust’ and the semantically unrelated noun ma’avak ‘struggle’ (the symbol ‘ is also used to represent separation between vowels in cases both of words spelled with alef (as here), or ayin (e.g., ma’avar ‘passage’, with a medial ע, derived from the root ‘-b-r, as in ma’avar, ibur ‘conception’). The symbol h stands for the historically pharyngeal fricative chet, typically pronounced the same as the voiced velar fricative x.
PREFACE: OUTLINE OF STUDY

The study examines the interface between structure (morphology) and meaning (semantics) in the mental lexicon of Hebrew speaker-writers in relation to the impact of three psycholinguistic factors (root transparency, familiarity/frequency, and concreteness) on the developing lexicon of Hebrew from pre-adolescence to adulthood. The study thus concerns issues of typological structure (the Semitic root), of lexical usage (the factors of familiarity and frequency), of semantic content (the opposition between concrete and abstract terms), and of later language development. The domain selected for analysis is that of derived nouns in Hebrew, as structurally complex lexical items that are generally associated with families of words, typically from the same consonantal root and often having a shared meaning. After a protracted dictionary-based process of item selection, values for the three independent variables of the study were set by means of specially constructed questionnaires administered to large groups of native speakers of Israeli Hebrew. These procedures served as the input to a series of offline written tests given to respondents at three age-schooling levels -- pre-adolescent grade-school students, adolescent high-school students, and university-level adults -- supplemented by a series of online priming experiments administered to different groups of adult speakers.

The study is organized as follows: Chapter I introduces the topic under study on the basis of background literature concerning its independent and dependent variables, in relation to the mental lexicon in general and to Hebrew-specific and developmental factors. Chapter II delineates the complex, multifaceted research design of the study, as carried out in three distinct but inter-related phases (selection of data-base, establishing values for the independent variables, and structured elicitations); explicit motivations, aims, and predictions are formulated for each facet of the three phases of the study, and findings of the first two phases – of item-selection and variable-setting – are detailed as input to the structured elicitations. Chapter III presents results and analyses of a battery of seven written tests and priming experiments in terms of the independent variables involved in each task, with detailed statistical distributions and interactions followed by brief summaries and interpretations of the findings. Chapter IV is devoted to discussion of the general conclusions and broader implications emerging from the findings of the study in relation to prior research on the mental lexicon in Hebrew and other languages.
CHAPTER I -- INTRODUCTION
This introductory chapter provides an overview of different models and approaches regarding the mental lexicon (Section 1), as background to discussion of the psycholinguistic variables of familiarity, frequency, imageability, and concreteness in the mental lexicon (Section 2). Relevant features of Hebrew typology – including orthography, morphology, and derived nouns – are then delineated (Section 3), followed by a review of the domain of later language development in general and in Hebrew specifically (Section 4). The rationale and overall goals of the study are presented in the concluding section (Section 5), with more specific aims and predictions detailed in the context of the Research Design described in Chapter II.

1. The Mental Lexicon
This section deals with the mental lexicon, as a sophisticated tool for organizing linguistic elements in the mind for efficient comprehension and retrieval of words. A general introduction to the topic (Section 1.1) is followed by descriptions of different facets of the mental lexicon in terms of form (morphology) -- Section 1.2, meaning (semantics) -- Section 1.3, and form-meaning relations -- Section 1.4. The overview provided here is deliberately descriptive in nature, with the author’s own perspective on these issues presented in the discussion that concludes the study as a whole (Chapter IV).

1.1. The Mental Lexicon: An Introduction
The mental lexicon, as the mysterious "black box" in the human mind where linguistic data is stored and from which it is retrieved, has attracted the attention of scholars from various fields of research across different periods in history, including formal linguistics (Aronoff, 1976, 1994; DiSciullo & Williams, 1987; Jackendoff, 2002; Langacker, 1991), psycholinguistics (Aitchison, 2003; Bates & Goodman, 1997; Levelt, Roelofs & Meyer, 1999), and philosophy (Lyons, 1977; Wittgenstein, 1958). The mature mental lexicon of literate speaker-writers that is of concern in the present context, is described as including several dozen thousands of lexical entries, the bulk of which are words, mainly content words -- nouns, verbs and adjectives. This huge and variegated repository, in the shape...
of a dense network of lexical items varying in size, in imageability and/or concreteness, and in familiarity and/or frequency, has been depicted as encyclopedic in nature and as closely related to general conceptual development and literacy achievements (Aitchison, 2003; Ravid, 2004).

The very term “mental lexicon” is by no means unequivocal, but is subject to various interpretations, so that it is important to specify how this term is applied in the context of the present study. For example, results of priming experiments conducted both in Israel and elsewhere are commonly reported under the quite general heading of “the mental lexicon” (e.g., Deutsch, Frost & Forster, 1998; Forster, 1981; Marslen-Wilson, Tyler, Waksler, & Old, 1994; Schiff, Raveh, & Kahta, 2008). Yet this paradigm -- as further detailed in Chapter II, Part B, Section 2 below -- is typically confined to the early stages of lexical access. It follows that findings from priming experiments, which provide partial, mainly implicit and initial, insights on lexical processing, cannot provide a full picture of the mental lexicon, with all its multiple complexities and subsequent stages of processing beyond that of lexical access. Consequently, in attempting to encompass different facets of the mental lexicon as a multidimensional system, the present study deliberately relies on a variety of different measures, each aimed at investigating distinct stages and processes in the domain from distinct though overlapping perspectives.

The common metaphor of the mental lexicon as an “inner dictionary” calls for a comparison between the mental lexicon and conventional dictionaries, as entities differing in their principles of organization and the process of retrieving a lexical entry in each case. Whereas conventional dictionaries are organized by the single dimension of orthography, the mental lexicon is multi-dimensional, organized by numerous criteria that are constantly changing in response to pragmatic circumstances. For example, the ability to perform “cross-classification”, in the sense of retrieving lexical items by various different criteria (for example, by color, shape, function, and so on), is considered a hallmark of mature linguistic knowledge (Nguyen, 2003; Nguyen & Murphy, 2007). Further, criteria for organization of the lexicon are not confined to a single linguistic domain but rather move flexibly between domains: Lexical items may be retrieved by semantic criteria (e.g., animals), phonological/orthographic criteria (e.g., words that begin
with a certain letter), or by both in combination (an animal whose name begins with a certain letter). This ability to move from one criterion of organization to another under pressure of time is clearly characteristic of the human mental lexicon rather than of conventional dictionaries. As for ease of retrieval of a given lexical entry, access to the mental lexicon is far easier and more efficient even than in the case of the most advanced on-line computerized dictionaries, with the human lexicon representing the result of years of evolutionary adaptation to communicative and interactional constraints.

Another point relevant to distinguishing between the mental lexicon and conventional dictionaries lies in the more intuitive, more implicit, and less controlled nature of the former as against the more carefully planned, explicit, and monitored knowledge reflected in written or computer dictionaries. To illustrate, lexical entries in dictionaries are structured in the form of a definition, manifesting the highest level of linguistic knowledge (Benelli, Belacchi, Gini & Lucangeli, 2006; Johnson & Anglin, 1995; Marinellie & Johnson, 2003, 2004; Snow, 1990; Nippold, 1999; Watson, 1995); yet people’s mental lexical entries do not necessarily display the same hierarchical and structured linguistic knowledge across the board as do dictionaries. For example, words that are low in familiarity and/or frequency obviously lack a clearly established definitional-type entry in the mental lexicon, yet conventional dictionaries treat them on a par with their highly familiar and very frequent counterparts. This intuitiveness, combined with the dynamically changing content of people’s linguistic environment and communicative contexts, means that speakers will sometimes entertain some uncertainty with respect to the very existence of particular lexical items – a situation that they typically resolve by consulting dictionaries, regarded as an authoritative source of knowledge. A basic assumption of this study, however, is that these interrelations between the mental lexicon and conventional dictionaries are not in fact unilateral and hierarchical, but rather, bilateral and reciprocal, with potential for influence in both directions.

Another contrast between the mental lexicon and conventional dictionaries relates to the size of lexical entries. Despite differences between lexicographers in this respect, a lexical entry in a conventional dictionary typically takes the form of a single uninflected word. In consequence, dictionaries do not generally list as separate entities
either units larger than words, such as idioms, or smaller than words, such as bound morphemes or affixes. In contrast, the basic units of the mental lexicon quite typically include elements that are larger than words, in the case of multilexemic expressions such as compounds, idioms, collocations, and even quite long phrases (Aitchison, 2003; Arnon & Snider, 2010; Bannard & Matthews, 2008; DiSciullo & Williams, 1987; Jackendoff, 2002; Langacker, 1999; Lyons, 1977). The widely disputed issue of whether elements of less than a word (affixes, roots, stems, etc.) have an independent status in the mental lexicon is discussed at length later in the next section. Here, suffice it to say, in sum, that the mental lexicon and conventional dictionaries both constitute highly organized systems or repositories of linguistic knowledge, which overlap to some extent, but also differ in many important respects (Aitchison, 2003; Anshen & Aronoff, 1999; Bolozky, 1999).

Another issue of particular relevance to the mental lexicon as dealt with in this study is that of ambiguity, that is, violations of one-to-one mapping of form/meaning relations, as manifested in the two phenomena of homonymy and polysemy (Klein & Murphy, 2001; Klepousniotou, 2002; Klepousniotou & Baum, 2007; Lyons, 1977; Rodd, Gaskell & Marslen-Wilson, 2002). Homonymy refers to cases where there is more than a single lexical entry with the same surface form, as in the English word bank ‘the side of a river’ ~ ‘a place where one puts money’ ~ ‘rely (on)’; or Hebrew ax ‘brother’ ~ ‘male nurse’, ‘fireplace’. The other facet of ambiguity is polysemy, where a single lexical entry has more than one sense, as in the English word heart, which may be interpreted variously as the bodily organ, a vital body part, as the seat of feeling, understanding, and thought, as something having a central position or as something in the shape of a heart (Oxford English Dictionary Online, 1989). Polysemy is closely related to non-literal or figurative language, as in expressions like learn by heart, the heart of the matter, heartbreaking. Thus the Hebrew derived noun sidur from the root s-d-r ‘arrange’, for example, involves ploysyemia in a range of extended senses including ‘arrangement’, ‘setting’, ‘prayer book’, and the slang sense of ‘setting someone up’, while the derived action nominal kabala from q-b-l ‘receive, accept’ means, variously, ‘acceptance’, ‘mystical doctrine’, (social) reception’, ‘receipt’ – represents homonynmic ambiguity. Homonymy and polysemy play an important role in natural languages in general, and are critically important for characterizing the mental lexicon of a given language in
particular, as considered in some detail in relation to Hebrew typology further in this chapter (Section 3 below).

1.2. Morphology in the Mental Lexicon
As noted, the existence of morphemes or units smaller than words in the mental lexicon is a subject of controversy. Yet more controversial is the issue of the status of morphology as a linguistic domain whose very existence or autonomy has been challenged by scholars working in different theoretical paradigms (Anderson, 1982; Aronoff, 1976, 1994; Chomsky, 1970; Gonnerman, Seidenberg & Andersen, 2007; McCarthy, 1981; Plaut & Gonnerman, 2000; Raveh, 2002; Selkirk, 1982). There are twofold motivations for assigning an inferior status to morphology: On the one hand, syntacticians, phonologists, and even semanticists claim that morphology is a secondary sub-domain constituting a component of their respective domain of linguistic inquiry; on the other, morphemes such as affixes that are smaller than words are not recognized as independent lexical entries in theories claiming that words are the minimal building blocks of the mental lexicon.

From the point of view of the present study, aimed explicitly at investigating the role of derivational morphology as well as of semantics in the mental lexicon, the nature of the different morphological models reviewed below is of critical importance. The status of morphemes, as minimal units of grammatical analysis, in scope a word or less than a word, lies at the core of two ongoing debates (Anderson, 1982; Aronoff, 1976; 1994; Bybee, 1985, 1995; Chomsky, 1970; Frauenfelder & Schreuder, 1991; Lieber, 1982, 2006; Libben & Jarema, 2004; Lyons, 1997; Prunet, 2006; Selkirk, 1982). The first debate concerns the specification of a morpheme: Defined in traditional accounts of morphology as a minimal unit that carries meaning (Matthews, 1991, Spencer, 1991), other scholars (such as Aronoff in his seminal 1976 paper) question the very existence of core meanings in morphemes. Paradoxically, Aronoff’s important claim, that the structure of a morpheme can be dealt with separately from meaning, gains support from contemporary computational accounts (e.g., De Jong, Schreuder & Baayen, 2000; Gonnerman et al., 2007; Longtin, Segui & Hallé, 2003) which, in a way, challenge Aronoff’s (1994) notion of “Morphology by Itself” (1994), or the very existence of morphology as a distinct linguistic domain.
The second debate concerns morphological decomposition, that is, whether morphemes exist as independent units in the lexicon. Three types of accounts have been proposed in this respect: Full decomposition models or Item-and-Arrangement models, full listing, lexicalist or Word-and-Paradigm models, and hybrid or Item-and-Process models (Prunet, 2006; Schwarzwald, 2002). Full decomposition models (e.g., Taft, 1988; Taft & Forester, 1976) contend that words are analyzed into their morphological constituents. In contrast, full listing, lexicalist models (e.g., Butterworth, 1983) claim that words are stored as whole units, with no morphological decomposition. Between these two extremes are hybrid models, which attempt to accommodate both alternatives by assuming either a “horse-race”, that is, parallel existence in the mental lexicon of both decomposed words and whole words (Schreuder & Baayen, 1995), or serial access to whole words with consecutive decomposition if necessary (Chiliant & Caramazza, 1995).

The above models are all binary, in the sense that, for them, the morpheme either does or does not exist, whereas whole words, in contrast, are either retained as wholes or decomposed into their parts. Another view of morphological decomposition, as a distributed rather than a discrete process, is proposed by Parallel Distributed Processing (PDP) models, based on connectionist accounts (Feldman, Soltano, Pastizzo & Francis, 2004; Gonnerman et al, 2007; Hay & Baayen, 2005; Plaut & Gonnerman, 2000; Raveh, 2002; Seidenberg & Gonnerman, 2000). Such distributed accounts claim that the best way to describe morphemes is not as binary entities but as deriving from the overlap of meaning (semantics) and form (phonology/orthography). For example, Gonnerman et al claim that traditional accounts of morphology fail to explain words like grocer in contrast to writer and baker: The latter can be described as someone who writes and someone who bakes respectively, with a high level of form-meaning consistency through addition of the agentive suffix -er to the stem (verb) form, hence retaining the same meaning of the verbal action and the noun agent, but the word grocer cannot be interpreted as someone who *groces. The lack of independent meaning of the stem groc in the word grocer thus poses a problem for decomposition accounts, which are much more easier to apply in the case of writer and baker. Gonnerman et al suggest an alternative account, to the effect that “morphological structure is a graded, interlevel representation that reflects the systematic though probabilistic relationships among phonological, orthographic, and
semantic codes. These codes typically converge, giving rise to morphological subunits. The units are not the discrete morphemes proposed in previous theories; they encode regularities that vary in type and degree” (2007, pp. 327-328). The present study aims to provide supporting evidence for these latter proposals, by demonstrating the role of the Semitic root and its psychological reality in the mental lexicon of Hebrew speaker-writers.

1.3. Meaning (Semantics) in the Mental Lexicon
As for meaning in the mental lexicon, most scholars who argue for or against the involvement of meaning in morphology typically fail to refer to the nature of meaning relations, confining themselves to general statements about the presence or absence of semantic relatedness – in terms of semantic transparency and/or opacity respectively. But meaning or semantic connections represent a rich array of relations, each of which has distinct outcomes and each of which requires further clarification and specification, as highly controversial notions. To this end, follows a brief consideration of issues such as semantic categorization, semantic versus associative relations in the mental lexicon, and models of semantic processing.

With respect to categorization, the first question that arises is the relative proportion of semantic (or word) knowledge, typically focused on in classical semantic theories, as against pragmatic (or world) knowledge, as reflected in contemporary theories (Lyons, 1977; Nerlich & Clarke, 2000). Traditional field semantics, inspired by scholars such as von Humboldt, de Saussure, and Trier (cited in Nerlich & Clarke), was based mainly on relations between words within in a given semantic field, driven by the notion that semantic fields are closed sets, in which each item defines and is defined by the other items in the set, so yielding top-down and bottom-up dynamics of semantic shifts. This bidirectional analysis is further developed in contemporary lexical semantics, with the adherents of top-down processes seeking semantic universals (e.g., Wierzbicka, 1992) and those arguing for bottom-up processes adopting a more localist point of departure (e.g., Fillmore, 1975, 1982; Fillmore & Atkins, 1992). Contemporary models emphasize the effect of subjective word knowledge in describing relations between words, of a kind not likely to be accounted for in terms of a hermetically sealed or
encapsulated system that is indifferent to external effects (Allan, 1992). Hybrid theories such as “frame semantics” (Barsalou, 1992; Fillmore & Atkins, 1992) attempt to incorporate both relations within words (bottom-up) and between words and the external world in creating frames. In contrast, essentially top-down “script” theories (Allain, Le Gall, Foucher, Etcharry-Bouyx, Barré, Dubas, & Berrut, 2008; Schank & Abelson, 1977) like “schema” based models (Rumelhart, 1975), contend that conceptual organization is driven solely by world experience from which are derived scriptal categories (for example, a hospital, a restaurant) or schemas (for example, narrative action structure).

With respect to types of relations between words, two distinct classes of connections are identified in the literature: semantic and associative. Classic semantic relations include: synonymy (e.g., state-situation), antonymy (e.g., strength-weakness), meronymy or part-whole relations (e.g., computer-screen), and hierarchic relations of category-exemplar (clothing-skirt) or co-hyponymy (skirt-dress) (Aitchison, 2003; Chaffin, 1992; Cruse, 1986; Miller & Fellbaum, 1991). Relations of the kind generally termed associative, typically those provided in free-association tasks, derive from contiguity or co-occurrence (see Prior, 2004, for a detailed review). It has been suggested that semantic relations differ from associative relations in being based on the overlap of semantic features; for example, skirt and dress share numerous features (made of cloth, generally worn by women, round shape, etc.) in contrast to skirt and woman, which are related by contiguity or co-occurrence rather than by shared features (Neely & Kahan, 2001). It is hard, however, to draw the line between associative and semantic relations, since many types of associates, such as skirt and dress, can be interpreted as sharing both semantic (co-hyponymic) and associative relations, reflected by spatial contiguity, as in the case, say, of wardrobe (and see, further, Prior, 2004). Psycholinguistic evidence for the semantic /associative distinction is inconclusive, since some priming experiments report semantic priming only to semantically related pairs (e.g., Lucas, 2000) whereas others detect priming effects for both types of relations (Anaki & Henik, 2003; Bueno & Frenck-Mestre, 2008; Jones, Kintsch, & Mewhort, 2006; Nelson & Goodman, 2002; Perea & Gotor, 1997; Spellman, Holyoak & Morrison, 2001).
Many different semantic models have been proposed to account for semantic representation in the mind, based on observations and demonstrations deriving from a variety of sources. The foremost of these are briefly reviewed below, beginning with the division of semantic models into localist versus distributed models of word meaning proposed by Jones et al (2006). Localist models such as spreading activation theories (Collins & Loftus, 1975) posit that the meaning of each lexical item (e.g., dog) is condensed in a single node in the semantic network. Distributed accounts -- further subdivided between feature/category models (Chaffin, 1992; Fillmore, 1975, Forster, 2004; Grondin, Lupker, & McRae, 2009; Lucas, 2000; Rosch, 1975) and connectionist models (Elman, 2004; Plaut & Booth, 2000; Plaut & Shallice, 1993) -- posit that the meaning of a lexical item is not expressed in a single node but is spread according to its perceptual features (fur, tail, barking, bone, etc.). Semantic space models, a third approach to word meaning described by Jones et al, are based on statistical measures of co-occurrences in texts without human intervention (Buchanan & Westbury, 2001; Bueno & Frenck-Mestre, 2008): These include the Bound Encoding of the Aggregate Language Environment (BEAGLE) model (Jones et al, 2006), Hyperspace Analogue to Language (HAL) model (Lund & Burges, 1996), Wordnet (Maki, McKinley, & Thompson, 2004; Miller & Fellbaum, 1991), and Latent Semantic Analysis (LSA) (Landauer & Dumais, 1997). In general, high correlations are reported between measures elicited by human respondents and by computational measures such as these (Spence & Owens, 1990; but see also Prior, 2004), so serving to validate computer analyses.

Another controversial question is whether semantic representation is abstract and modality-independent (as claimed, for example, by Fodor, 1983; Jackendoff, 2002) or, rather, modality-dependent in terms of particular perceptual senses such as vision or hearing, as recently claimed in a range of studies (Desai1, Binder, Conant, & Seidenberg, 2010; Grondin et al, 2009; Vigliocco, Meteyard, Andrews, & Kousta, 2009; Vinson, Vigliocco, Cappa, & Siri, 2003; Wise, Howard, Mummery, Fletcher, Leff, Büchel, & Scott, 2000). Most of these current models report evidence for modality-dependency, mainly visual, in semantic organization. For example, Desai et al (2010), employing an fMRI paradigm in presenting participants with three semantic classes of verbs -- motor,
visual, and abstract -- found differential activation patterns in the brain related to each of
the three types of verbs.

The last question concerning semantic processing addressed in this section
concerns the degree of automaticity of semantic/associative processing. Spreading
activation theories are described as more automatic and less conscious (Lucas, 2000;
Neely, 1991), whereas other mechanisms underlying semantic priming are described as
strategic/expectancy-based and more conscious (Perea & Gotor, 1997). A point relevant
to the developmental facet of the present study is raised by Plaut and Booth’s (2000)
claim that distributed models account best for automatization processes, which they note
as being subject to individual learning strategies and to developmental change.

The present study aims to shed light on the semantic facet of the mental lexicon of
Hebrew from several distinct yet complementary perspectives. To this end, closed,
limited-choice tasks based on a priori specified semantic relations as well as more open-
ended tests requiring interpretation and production of words both in and out of context
were designed to provide detailed insights into the organization of the semantic lexicon of
Hebrew speaker-writers.

1.4. Morphology-Meaning in the Mental Lexicon

Almost all morphological models, except for lexicalist approaches, assume a certain
degree of morphological decomposition. The controversy lies mainly in demarcating the
boundary between items that are processed as wholes versus those that are decomposed
into their constituent morphemes. Two factors that are critical to this decision are
morphological and semantic transparency. Morphological transparency depends on ease
of analysis: Verbs like restart and redial, for example, are considered morphologically
transparent and easily analyzable into their constituent morphemes, re- start and re- dial
–on the basis of the shared prefixal morpheme re- and the verbs start, dial. Semantic
transparency is determined by the relatedness of meaning between lexical items. Thus
English restart and redial are semantically as well as morphologically transparent, since
their meanings denote repetition of the action encoded by the stem verb: dial again, start
over. In contrast, a verb like verb recover, in the sense of ‘get well’ or ‘gain back’, is
semantically opaque since its meaning is not composed of the separate meanings of the
bound morpheme \textit{re-} and the stem \textit{cover}. And a verb like \textit{reduce} represents even greater morphological opacity, because of the dubious status of the stem –\textit{duce} as an independent morpheme.\footnote{Note that this opacity is typical of Latinate compared with Germanic stems in English, yielding large groups of semantically opaque even though possibly morphologically divisible words like: \textit{reduce, produce, transduce, remit, transmit, commi, submit}, etc.} In fully decomposition models, the verbs \textit{redial, restart, recover} (and maybe even \textit{reduce}) would be analyzed in the mental lexicon into their component morphemes as \textit{re +start, re+ dial} and \textit{re+ cover}. In contrast, lexicalist models would claim that all the above verbs be stored as whole units. Hybrid models would probably propose that the more transparent cases, where the prefix \textit{re-} denotes repetition, be analyzed into their morphemes, while the more opaque verb \textit{recover} would remain unanalyzed and stored as a whole word.

Analogous instances of a full range of possibilities, from complete transparency to total opacity, are identifiable in the class of derived nouns in Hebrew. Thus, for example, the Hebrew derived nouns \textit{maxbet} ‘(tennis) racket’ and \textit{masrek} ‘(hair) comb’ both share the nominal pattern \textit{maC CeC}, which usually denotes instruments, and are easily analyzable into their constituent morphemes, the pattern \textit{maC CeC} and the verb roots \textit{x-v-t} ‘hit’ and \textit{s-r-k} ‘comb’ respectively. These two nouns are also semantically transparent, since their meanings are close to the meaning of their corresponding verb and to the core meaning of their root. In contrast, the derived noun \textit{maxšev} ‘computer’ is morphologically transparent, but semantically less transparent, since the root \textit{x-š-b} stands for both ‘think’ and ‘compute’. And the derived noun \textit{magev} ‘(windshield) wiper’ in the same nominal pattern is morphologically opaque because it is formed from a defective root \textit{n-g-v}, with the initial radical omitted, which makes morphological analysis harder. The noun \textit{mazleg} ‘fork’ in the same pattern represents yet another type of morphological opaqueness (similar to English \textit{reduce}), since the consonants \textit{z-l-g} do not constitute an active root (Berman, 1987, 1993). As these examples show, derived nouns in Hebrew display varying degrees of morphological and/or semantic transparency, and so offer a promising site for examining the morphology-semantic interface.

The literature on the issue of semantic and/or morphological transparency, reviewed here primarily for English, with discussion of Hebrew left for later, yields several lines of evidence. Numerous studies find strong correlations between the
decomposition process and semantic transparency, to the effect that semantically transparent words are more likely to be decomposed into their shared morphemes (Baayen, Lieber, & Schreuder, 1997; Bertram, Baayen, & Schreuder, 2000; Chateau, Knudsen, & Jared, 2002; De Jong et al, 2000; Feldman, O’Connor, & Moscoso del Prado Martín, 2009; Feldman et al, 2004; Frost, Deutsch, Gilboa, Tannenbaum & Marslen-Wilson, 2000; Gonnerman et al, 2007; Marslen-Wilson et al, 1994; Plaut & Gonnerman, 2000; Raveh, 2002; Schirmeier, Derwing, & Libben, 2004); others report that decomposition is dependent on the time course of lexical processing (Diependaele, Sandra, & Grainger, 2009; Feldman & Prostko, 2002; Feldman & Soltano, 1999); while the remaining studies report morphological decomposition as appearing in the very early stages of lexical processing, irrespective of semantic transparency, as predicted by full-decomposition models (Dohmes, Zwitserlood, & Bölte, 2004; Longtin & Meunier, 2005; Marslen-Wilson, Bozic, & Randall, 2008; Meunier & Longtin, 2007; Roelofs & Baayen, 2002; Sánchez-Casas, Igoa, & García-Albea, 2003; Solomyak & Marantz, 2010).

Implications of the studies reviewed here need, however, to take into account the fact that the results they report were all obtained in on-line priming experiments: As noted earlier, these are typically confined to the initial stages of lexical access, while the results they yield may vary according to the specific priming paradigm employed. The present study is not confined to lexical access or to initial stages of lexical processing, but instead provides two complementary perspectives, based on on-line and off-line tasks respectively.

In sum, morphological decomposition or “parsing” is best viewed as ranged along a continuum rather than as an all-or-nothing process (Bybee, 1985). Degree of parsability depends not only on semantic transparency along the time course of lexical processing, but on psycholinguistic factors such as familiarity and frequency (as considered in the next section) as well as on factors of linguistic structure and typology of the kind noted later in this chapter for Hebrew (Section 4).
2. Psycholinguistic Variables in the Mental Lexicon

This section describes two pairs of variables that are hypothesized to affect form-meaning relations in the mental lexicon: familiarity-frequency and concreteness-imageability, as reviewed in Sections 2.1 and 2.2 respectively.

2.1. Familiarity-Frequency in the Mental Lexicon.

Frequency, in the sense of how often a word is used in a given corpus or in the language in general, is recognized as a crucial factor in language processing. Its importance is acknowledged in models of language comprehension (Gaskell & Marslen-Wilson, 1997) and production (Levelt et al., 1999) deriving from various disciplines and theoretical orientations (Aitchison, 2003). Frequency can be measured either objectively, by occurrences in corpora (Baayen, Piepenbrock, & van Rijn, 1993; Content, Mousty & Radeau, 1990) or subjectively, by estimates of number of encounters with words (Balota, Cortese, Sergent-Marshall, Spieler, & Yap, 2004; Balota, Piloti, & Cortese, 2001; Balota, Yap, & Cortese, 2006; Gordon, 1985). The current study endorsed the latter method since Hebrew lacks satisfactory objective frequency counts, as discussed further in Section 3.1.

Theoretical grounds for the robust frequency effect are reviewed first, beginning with the locus of frequency, or the stage of lexical processing where frequency applies. From the point of view of the accepted division of lexical processing into three levels -- sub-lexical (phonology-orthography and morphology), lexical, and post-lexical (semantics) -- some studies assign frequency to the lexical level (e.g., Balota et al, 2006), while others assign it to the post-lexical, semantic level, taking the fact that high frequency words tend to score higher on indices of semantic richness as indicative of the semantic nature of frequency (Baayen, Feldman, & Schreuder, 2006; Forster, 2004; Nelson & McEvoy, 2000a).

Three types of theoretical models account for frequency from the perspective of the time-axis of on-line stages of lexical processing (Balota et al, 2006; Forster, 1981; Neely, 1991): Activation models, which posit that frequent words have lower activation levels than infrequent words; frequency-ordered search models, which posit that high frequency words are searched earlier than infrequent words; and hybrid models, of activation and search, which combine these two approaches. Connectionist accounts (e.g.,
Monsell, 1991) are fundamentally different with respect to the locus of frequency from these other approaches, since in connectionism, frequency is an inherent property of the system, and one which determines its learning mechanisms. In fact, connectionist accounts alone refer to frequency as a dynamic entity that changes the system over time.

Another question raised in the research literature with respect to frequency is whether the frequency effect is bound to a specific modality (vision, hearing, etc.) or is amodal and abstract in nature – as claimed, for example, by Bates, Burani, D’Amico and Barca (2001) and Forster (1976). Interestingly in this respect, Gaygen and Luce (1998) found differential effects of modality-dependence for low versus high frequency words, with the former more independent, the latter more dependent on the visual modality. A possible explanation for the discrepancy found by Gaygen and Luce is that low-frequency words are encountered more in the visual modality (reading), an observation that supports Gernsbacher’s (1984) assumptions about the higher modality-dependency of infrequent as against high frequency words in general.

As noted, the theoretical status of frequency is a matter of controversy, but the robust effect of frequency on just about every linguistic and psycholinguistic measure is widely acknowledged. Frequency has been found to be highly correlated with key semantic variables such as concreteness and imageability (Auer & Bernstein, 2008; Balota et al, 2004; Gilhooly & Logie, 1980; McDonald & Shillcock, 2001), as well as with performance on a host of psycholinguistic processes including: lexical decision making (Caza & Moscovotch, 2005; Colombo & Burani, 2002; Rajaram & Neely, 1992), naming (Masterson, Druks & Gallienne, 2008), reading (Bonin, Barry, Méot & Chalard, 2004; Juhasz & Rayner, 2003; O’Malley, Reynolds & Besner, 2007), and word associations (De Deyne & Storms, 2008a, 2008b; Nelson & McEvoy, 2000a; Spence & Owens, 1990).

Familiarity, defined as an index of personal acquaintance with words, is a term that is employed in conjunction, and often confounded, with frequency (Gernsbacher, 1984; Williams & Morris, 2004). However, these two variables, although sharing a great deal of overlap, tap different types of knowledge in the mental lexicon. Gernsbacher (1984), who argues against objective measures of frequency as a psycholinguistic measure, exemplifies this discrepancy by the words boxer, joker, gnome, and assay, all
taken from the same frequency range in Kučera and Francis (1967) but yielding totally
different scores on familiarity ratings. Other studies support Gernsbacher’s insights,
suggesting that the meaning component is more salient in infrequent words (Cordier & Le
Ny, 2005; Gordon, 1985; Lovelace, 1988; Peerman, Content & Bonin, 1998) and that
familiarity is a more sensitive measure for words of very low frequency due to the
decreased accuracy of frequency estimates for such words. Finally, compelling support
for Gernsbacher’s proposal was provided by Williams and Morris (2004), who
deliberately selected words with the same range of frequency but different familiarity
ratings (e.g., dagger of low frequency and high familiarity and lance, of low frequency
and low familiarity) to reveal differential processing times between the two classes of
items, indicating that familiarity is a more sensitive psycholinguistic index than
frequency.

2.2. Concreteness-Imageability in the Mental Lexicon
The two semantic factors of concreteness and imageability, also highly correlated with
one another, are likewise pervasively referred to in the research literature, often used to
denote a single phenomenon. This section starts by comparing how the two notions are
defined in the literature, followed by a review of relevant theoretical models and
empirical findings concerning each of them.

Differentiating between the notions of imageability and concreteness is not a
straightforward matter. One distinction is provided by scholars who define imageability as
the ease with which a word gives rise to a sensory mental image, whereas concreteness
refers to other senses like touch and feel (Paivio, Yuille, & Madigan, 1968; Reilly &
Keah, 2007). A theoretically interesting distinction is provided by Vigliocco et al (2009),
who state that imageability is a measure of the relevance of primarily visual sensory
properties of entities whereas concreteness is a measure of the distinction between
tentities and events that exist in the physical world and entities and events that exist in the
human mind. Other researchers suggest that the difference between the two notions lies in
their relative degree of operationalization, such that concreteness is a more theoretical
term, related to lexical organization, whereas imageability typically serves as an index or
an operationalized scale of concreteness (Balota et al, 2006; Barry & Gerhand, 2003).
Empirically, several studies reveal differential effects of concreteness and imageability respectively (Bird, Franklin & Howard, 2001; Clark & Paivio, 2004; Paivio et al, 1968; Vigliocco et al, 2009) -- illustrated, for example, by emotive terms that are, on the one hand, abstract but, on the other, quite imageable. The rest of this section refers to both concreteness and imageability, since there is such a high degree of overlap between them in the literature that it is almost impossible to refer to one apart from the other.

The research literature generally describes an advantage of concrete/imageable over abstract/non-imageable words in a range of tasks including, among others, lexical decision (Balota et al, 2006), naming (Balota et al, 2004; Bates et al, 2001; Masterson et al, 2008), and free associations (De Deyne & Storms, 2008a, 2008b; De Groot, 1989). Further, concreteness/imageability has been shown to be related to frequency (Balota et al 2006; Bates et al, 2001; Juhasz & Rayner, 2003; Reilly & Keah, 2007) as well as to lexical development, which relies heavily, at least in the initial acquisition of the lexicon, on visual clues (Auer & Bernstein, 2008; Bloom, 2000; Gentner, 1982; Mestres-Missé, Münte, & Rodriguez-Fornells, 2009; Rinaldi, Barca, & Burani, 2004). Various sets of norms have been established for imageability/concreteness, making it a useful tool in psycholinguistic research that has proved to be a powerful variable in psycholinguistic processing (Cortese & Fugett, 2004; Flieller & Tournois, 1994; Gilhooly & Logie, 1980; Paivio et al, 1968).

Two main models have been proposed to account for the concreteness/abstractness differentiation: dual-coding (Paivio, 1991, 2006; Sadoski, Kealy, Goetz, & Paivio, 1997) and context-availability (Schwanenflugel, Harnishfeger, & Stowe, 1988; Schwanenflugel & Noyes, 1996). The dual-coding theory, which claims that the concreteness effect arises from the superiority of the dual (visual and verbal) representation of concrete words as against the single (only verbal) representation of abstract words has been supported by a range of studies (Binder, Westbury, McKiernan, Possing, & Medler, 2005; Goetz, Sadosky, Stricker, White, & Wang, 2007; Kellogg, Olive, & Piolat, 2007; Sadosky et al, 1997; Sadosky, Goetz, & Rodriguez, 2000; Sadosky, Goetz, Stricker, & Burdenski, 2003). The context-availability theory, which explains the concreteness effect by a denser network of contextual knowledge in the case of concrete words, is also acknowledged, but there are fewer studies that report results.
that can be explained by this model (Colombo & Burani, 2002). Three other, rather innovative, explanations for the concreteness effect are provided by contemporary models inspired by PDP connectionist networks: One explains the advantage of concrete items in distributional properties of semantic features, as sharing more common features with each other and thus yielding higher activation levels (Grondin et al, 2009; Pexman, Hargreaves, Edwards, Henry & Goodyear, 2007); another posits that the concrete/abstract differentiation lies in the distributional properties of the two types of words, with concrete words clustering with sensory-motor experience and abstract words with affective and linguistic information (McDonald & Shillcock, 2001; Vigliocco et al, 2009). A third and, to this writer, the most interesting, approach suggests that the conceptual features of concrete words are more consistent and specific whereas the conceptual features of abstract words are more general and flexible (Tolentino & Tokowicz, 2009).

As for the neural mechanisms underlying this concreteness effect, various innovative techniques such as fMRI, ERP and PET have been employed in the last two decades to ascertain the neural basis of the concreteness/abstractness contrast: Several found neuoroanatomical distinctions, while most found neurophysiological distinctions between the two (Chiarello, Liu & Shears, 2001; Crutch & Warrington , 2004; Desai1, Binder, Conant & Seidenberg, 2010; Giesbrecht, Camblin, & Swaab, 2004; Holocomb, Kounios, Anderson & West, 1999; Jessen, Heun, Erb, Granath, Klose, Papassotiropoulos, & Grodd, 2000; Kellenbach, Wijers, Hovius, Mulder, & Mulder, 2002; Martin-Loeches, Hinojosa, Fernandez-Frias & Rubia, 2001; Mestres-Missé et al, 2009; Nitto, Suehiro & Hori, 2002; Perani, Cappa, Schnur, Tettamanti, Collina, Rosa & Fazio, 1999; Swaab, Baynes & Knight, 2002; West & Holcomb, 2000; Wise, Howard, Mummery, Fletcher, Leff, Büchel & Scott, 2000).

The complex psycholinguistic notions of familiarity, frequency, imageability, and concreteness are each considered in detail in this study, as a major portion of its independent variables. To this end, specially designed questionnaires were constructed to
meet the careful criteria applied in this study for item selection and variable identification, as detailed in the next chapter (Chapter II, Section 1.3). ²

3. Background on Hebrew
This section surveys relevant properties of Modern Israeli Hebrew, the language on which this study was carried out (3.1), followed by an overview of Hebrew derivational morphology (3.2), and a detailed description of Hebrew derived nouns as the subject-matter of the study (3.3).

3.1. An Introduction to Hebrew
Hebrew, a Semitic language with unique historical circumstances, goes back at least 4,000 years, with a hiatus of nearly 2,000 years during which it was not used as an everyday spoken language or as the first language of any generation of speakers, until its revival in the late 19th century as part of Jewish re-settlement in what was then Palestine (Berman, 1978, 1987, 1997; Harshav, 1993; Nir, 1993; Ravid, 1995; Shimron, 2003). The lexicon of Modern Hebrew consists of items from three major historical layers: Biblical, Mishnaic/ Medieval, and Modern, accounting for 22%, 38% and 40% of the lexicon respectively (Ravid, 2005). Since the revival of Hebrew, numerous words have entered the language, so closing historical gaps between a language that formerly served mainly for reading and study of the scriptures to the ongoing needs of a living language functioning in a full range of secular as well as sacred context.

The accelerated pace and heightened rate of constant lexical change has important psycholinguistic implications, with a twofold impact on speaker-writers of Modern Hebrew -- yielding openness and readiness to accept innovation, on the one hand, and lack of confidence or uncertainty, on the other. Thus, Hebrew speakers are generally open to lexical innovation, particularly if they are constructed by accepted processes of Hebrew word-formation (typically by interdigitation of an extant consonantal root with

² The study by Henik, Rubinstein, and Anaki (2005), of Ben Gurion University, provides Hebrew norms for familiarity, imageability, and other psycholinguistic variables for 800 words. However, for reasons detailed further below (in Chapter II, Section 1.3), their data-base did not meet the requirements stipulated here for item selection and specification of independent variables.
accepted prosodic templates or morphological patterns); yet they are often uncertain as to the exact meaning of such coinages (Nir, 1982). Of particular relevance to the present study is the question of how Hebrew speakers react to words that are infrequent or unfamiliar words, such as were carefully selected and deliberately included as stimulus items for the study, to serve as a test-case for the claims made here for the two possibly contradictory tendencies to openness and uncertainty respectively.

Another by-product of the special socio-historical circumstances of Modern Hebrew is the lack of validated norms for such dimensions as frequency, familiarity, concreteness, and imageability in the language. Several attempts have been made to fill these lacunae and to establish Hebrew-specific norms (Henik et al, 2005) and frequency counts (Frost & Plaut, 2001), but the situation is still far from satisfactory. The present study hopes to contribute to Hebrew research in this respect, too, by establishing Hebrew norms for subjective familiarity, frequency and concreteness for a large, carefully selected set of Hebrew derived nouns.

The study was conducted in the written modality, indicating need for a brief description of Hebrew orthography, along the following lines. Modern Hebrew employs two versions of the same script (Ravid & Schiff, 2004). The first, so-called menukad ‘(vowel) pointed’ version represents both consonants and vowels – with all 22 consonants represented by letters, and the five vowels occurring in current pronunciation -- a, e, i, o, u -- represented by no fewer than 13 diacritic signs termed nikud ‘pointing’, so that each vowel has at least two, in some cases three, corresponding written signs, with varying degrees of frequency. For example, the vowel e is represented by the diacritics termed cerey, segol, and hataf-segol appearing under the letters, as in examples sfer ‘book’ spelled סֵפֶר, and emet ‘truth’ spelled אֱמֶת. This pointed version, which is used in teaching reading and writing in the early school years, in children’s books, in materials for new immigrants, and in Biblical and poetic texts, is thus a transparent and orthographically shallow representation that provides precise phonological information about the written Hebrew word. A second version of Hebrew writing, non-pointed orthography, which represents all consonants by letters, with vowels only partially and ambiguously represented, is the default version of current written Hebrew, used across the board for
most purposes, including newspapers, prose literature, as well as school texts and teaching materials from 4th grade on. 3

All of the stimuli in this study were presented to the participants in the normative, fully pointed version, in order to resolve the problem of non-pointed or so-called unvocalized Hebrew, in which misinterpretations are endemic, due to a high degree of homography that is typically resolved by means of contextual clues (Bar-On, 2010 and see further Chapter IV, Section 3.2. for a detailed discussion). Since the vast bulk of the stimuli in the present study were presented in the form of isolated words, for which contextual clues were not available, it was decided to present to the participants with words accompanied by a full range of normative diacritic markings, as is customary in conventional as well as computerized dictionaries of Hebrew to this day.

3.2. Hebrew Derivational Morphology

There are two main means of word-formation in Hebrew: (1) nonlinear interdigitation by means of a consonantal root combined with a prosodic template or affixal pattern (e.g., *n-h-g* ‘lead, drive’ in the nouns *nehag* ‘driver’, *nehiga* ‘driving’, *minhag* ‘custom’, *manhig* ‘leader’ and many more) and (2) linear concatenation, where stems and affixes are overtly concatenated, primarily by suffixation (e.g., *manhig-ut-iy-ut*, ‘leader-ness-ish-ness = leaderliness’). Linear affixation, which has increased considerably in Modern Hebrew compared with earlier stages of the language (Schwarzwald, 2001; Ravid, 2006a) is more transparent than interdigitation in terms of one-to-one form/meaning relations, and so seems easier to acquire and to perceive (Ravid & Malenky, 2001). Nonetheless, the preferred option for new-word formation of both young children and adult speakers of Hebrew is nonlinear, in the form of combining a consonantal root with an affixal pattern (Berman, 1993, 2000, 2003; Clark & Berman, 1984; Ravid, 1990, 2003; Schwarzwald, 1975, 2000, 2001, 2002).

The root, a basic unit in Hebrew morphology, is an abstract entity of three to four consonants which are interdigited with a fixed set of word patterns to create words. For

---

3 A third type of script, so-called *plene* ‘full’ is employed in most written materials including newspapers and academic texts as well as schoolbooks. This makes use of *matres lectiones* in the form of the semi-vowels *waw*, *yod*, and partially resolves some of the ambiguities inherent in a consonantal orthography. It was decided not to use this version, however, since not only is it applied inconsistently by even highly literate users, it fails to resolve many of the homographic ambiguities of unpointed script.
example, the root *g-d-l* yields verbs like *li-gdol* ‘to grow, Intr.’, *le-gadel* ‘to-grow, raise’, *le-hagdil* ‘to-enlarge’; adjectives like *gadol* ‘big’, *megudal* ‘(over)grown’; and nouns like *gdila* ‘growing’, *gidul* ‘growth, tumor’, *gadlut* ‘greatness’, *hagdala* ‘enlargement’, as well as *migdal* ‘tower, large building’. Roots are essentially abstract entities: They are not separate words nor independent phonological entities since they are not pronounceable. However, even though they are not taught explicitly before second grade, they play an important role in mediating between words in the mental lexicon of Hebrew speakers from early on, even at preschool age (Bentin & Frost, 1994; Berman, 1987, 2003; Berman & Sagi, 1981; Frost et al., 1997; Ravid & Bar-On, 2005; Shimron, 2003). A special sub-category of roots, which include semi-vowels or glides as well as weak back consonants like historical *ayin, alef, heh* rather than obstruents as one or more of their radical elements, have only two or even one consonants since not all of their elements show up in the same way in all words that are constituted out of them, and they involve numerous rather opaque morphophonological alternations (Berman, 1978, 1981, Schwarzwald, 2002). As a result, some of their radicals are omitted, some appear with a vowel change, and some are reduplicated. Scholars employ distinct terms for this special category of roots, such as weak roots (Gesenius, 1910), opaque roots (Schwarzwald, 2003), or defective roots, others further differentiate between various subtypes of such roots (Velan et al, 2005). The present study employs the term “defective roots” to generalize across all different types of so-called “weak” or “partial” roots.

Compare, for example, words derived from the full, nondefective, or “strong” root *g-d-l* noted earlier with the following words from the defective root *r-?-y*: the verbs *ra’a* ‘saw’, *her’a* ‘showed’, *hitra’u* ‘saw each other’ and the nouns *re’iya* ‘seeing, sight’, *mar’a* ‘mirror’, *mar’e* ‘view’, *re’ut* ‘visibility’, *re’ayon* ‘interview’. The opaqueness of those roots makes them harder to identify and less accessible to perception of connections between words constructed out of them. For example, certain priming experiments in Hebrew give evidence of priming between words related by full roots such as *gidul*.

---

4 Hebrew words are transcribed here in broad phonemic transcription meant to represent the pronunciation of speaker-writers of “standard Hebrew” (Berman, 1987; Ravid, 1995) including the subjects of the present study -- rather than abstract theoretical underlying or historical forms -- including distinctions made in the orthography between homophonous consonants. In indicating roots, a question mark ? is used for *alef* and an apostrophe ’ for *ayin*. Note, further, that verbs are generally represented in the morphologically unmarked form of past tense, masculine singular -- unless otherwise indicated as infinitives. Word-stress is final unless indicated as penultimate or antepenultimate by an accent aigu on the stressed vowel.
'growth, tumor' and *migdal* 'tower, large building' as against lack of priming between words related by non-full roots such as *mar’a* ‘mirror’ and *re’aya* ‘evidence’ (Frost, Deutsch, & Forster, 2000).

The consonantal root plays a major role in traditional Hebrew scholarship (e.g., Blau, 1971; Gesenius, 1910), but its status is by no means unequivocal in contemporary studies (Berman, 1999, 2003; Lieber, 2006; Prunet, 2006; Ravid, 1990, 2003; Shimron, 2003). Some scholars have challenged its status as an independent entity on either syntactic or phonological grounds (Bat-El, 1989; McCarthy, 1981; Ussishkin, 2005), while the autonomy of the root is also queried by adherents of word-based derivation (e.g., Aronoff, 2007; Bolozky, 1999) rather than sub-word derivation. However, whereas the linguistic grounds arguing for the existence of a Semitic root may be a matter of controversy, psycholinguistic research provides unquestionable evidence for the psychological reality of the consonantal skeleton in the mental lexicon of Hebrew speakers from as early as age three years and on to adulthood (Avivi Ben-Zvi, 2010; Berman, 1988, 2000, 2003; Bick, Frost & Goelman, 2010; Bick, Goelman & Frost, 2008; Deutsch et al., 1998; Clark & Berman, 1984; Deutsch, Frost, Pollatsek, & Rayner, 2000; Deutsch, Frost, Pollatsek & Rayner, 2005; Frost et al, 1997; Ravid, 1990, 2003; Ravid & Bar-On, 2005; Ravid & Malenky, 2001; Seroussi, 2002). The present study recognizes the root as having definite weight in the mental lexicon of Hebrew, and employs it as an important variable across the different phases and facets of the research design.

3.3. Hebrew Derived Nouns

Hebrew derived nouns, the focus of the study, are formed nonlinearly, with consonantal roots and affixal patterns. In this analysis, the term “derived noun” is used in a general sense to refer not only to abstract nouns derived from verbs and adjectives by a process of nominalization, analogously to English *acquire/acquisition, warn/warning, black/blackness* (Chomsky, 1970), but also to other verb-related Hebrew nouns with varying degrees of abstractness. In fact, the term "nominalization" is usually reserved for abstract nouns, although some linguists extend it to other derived nouns such as agentive, locative, or reason nouns (Comrie & Thompson, 1985). In general, whatever the analysis, nominalizations do not constitute a homogeneous category. Studies of English usually
distinguish between gerundive -ing nominals like amusing, giving and derived nominals like 
*amusement, gift* (Asher, 1993; Zucchi, 1993), with gerundives characterized as 
generally more verb-like and derived nouns as more noun-like. In addition to their 
uniquely intermediate verbal-nominal status, derived nouns are a category bridging 
lexicon and syntax, derivation and inflection (Zucchi, 1993). In Hebrew, too, 
nominalizations have a dual verbal-nominal nature and so fail to constitute a 
homogeneous class (Berman, 1973, 1978). Semantically, the process of nominalization 
entails a conceptual as well as a lexico-syntactic permutation, since it results in terms that 
denote actions (typically expressed by verbs) in a nominal way, yielding a high level of 
abstractness (Langacker, 1991; Lyons, 1977). The degree of abstractness of derived 
nouns is not uniform, but graded, and depends on factors like frequency and imageability 
as well as degree of lexicalization (DiSciullo & Williams, 1987) and the count/non-count 
distinction (Langacker, 1991). In terms of language acquisition, this complexity of 
derived nouns locates them in the domain of later language development, and mastering 
them is a protracted process, not fully complete even among adults (Avivi Ben-Zvi, 2010; 
Levie, Avivi Ben-Zvi, & Ravid, 2008; Ravid & Avidor, 1998; Ravid & Cahana-Amitay, 

In the present context, as noted, the term "derived nouns" is used to refer not only 
to nominalized forms that derive from verbs in the class of so-called canonic šmot pe’ula 
‘action nominals’ (e.g., from verbs constructed out of the root k-t-b, in four different 
verb-patterns, the nouns ktiva ‘writing’, haxtava ‘dictation’, hitkatvut ‘correspondence’, 
kituv ‘captioning’). Here, the term also applies to the entire range of nouns that are 
systematically related to verbs with which they share a common root in Hebrew, 
including verb-related, but morphologically less predictable derived nouns, analogous to 
English deliver / delivering / delivery / deliverance. For example, other nouns related to 
the Hebrew verb katav ‘write’ are mixtav ‘letter’, któvet ‘address’, ktav ‘handwriting’, ktiv 
‘spelling’, ktuba ‘marriage contract’, maxteva ‘(writing) desk’. The lexicon of Modern 
Hebrew includes numerous instances of word-families, such as illustrated earlier for the 
roots g-d-l, r-?-y, as well as k-t-b. For example, the monumental Even-Shoshan (1993) 
dictionary includes a supplement of roots, accompanied by listings of members of 
families of words derived from the same root.
In psycholinguistic terms, the existence of a “Family Size Effect” in Hebrew (Moscoso del Prado Martin et al, 2005) provides strong evidence for the root as a mediator between Hebrew words (Ravid, 1990, 2003). Recall that the phenomena of polysemy and homonymy are prevalent in Hebrew derived nouns as well (see Section 1.1), typically in the form of a derived noun like *sidur* that can be interpreted in various, basically related, senses (‘arrangement’, ‘setting’, ‘prayer book’, ‘setting someone up’), or the derived noun *kabala* whose various senses (‘acceptance’, ‘mystical doctrine’, ‘(social) reception’, ‘(sales) receipt’) appear unrelated to one another.

Hebrew derived nouns constitute an excellent category for performing the investigation at issue here for two main reasons. First, it was important both in principle as well as methodologically to maintain homogeneity in terms of lexical category. It is well established that processing of nouns differ from processing of verbs in early acquisition (e.g., Berman, 1993, 2000; Colombo & Burani, 2002; Gentner, 1982; Johnson & Anglin, 1995; Marinellie & Chan, 2006; Snedeker & Gleitman, 2004) as well as in the adult population (Frost et al, 2000; Frost et al, 2000; Kellenbach et al, 2002; Kellog et al, 2007; and see a detailed review in Masterson et al, 2008) -- even though the sources of the distinction between these two major open-class categories in the lexicon are under debate (see Langacker, 1991; Vinson & Viglicco, 2002 for a semantic account). Since this study was carefully designed with respect to variables, it was important to exclude verbs, which might, accordingly, have been a potentially interfering factor biasing its findings.

A second consideration for restricting the study to derived nouns was the internal heterogeneity of the category in both form and in meaning. From the point of view of morphological productivity, word formation rules provide native speakers of Hebrew with numerous options for coining new words, many of them in the form of non-occurrent but well-formed Hebrew derived nouns – for example, *kétèv* and *kitavon* are formed by combining a root (*k-t-b*) with common noun patterns in which it does not happen to occur (*CéCeC, CiCaCon*) (Ornan, 1983). Semantically, derived nouns cover an extremely large group of open-class items representing a broad array of semantic relations including sub-ordination, super-ordination, and synonymy (Maasterson et al, 2008), covering various degrees of concreteness (Avivi Ben-Zvi, 2010; Comrie & Thompson, 1985; Lyons, 1977; Ravid, 2006b; Seroussi, 2002, 2004), and involving a good deal of both polysemy and
homonymy (Seroussi, 2004). This class of items thus formed an ideal point of departure for my study.

4. Later Language Development

This study lies in the field of what has come to be known as “later language development”, a period that begins in school age and ends in adulthood (Nippold, 1998), one that is characterized by significant linguistic and meta-linguistic changes (Avivi Benzvi, 2010; Bar-On, 2010; Berman, 2004, 2005, 2007, 2008; Karmiloff-Smith, 1986; Nippold, 2000; Ravid, 2004; Ravid & Tolchinsky, 2002) and concomitant social and cognitive changes (e.g., Case, 1988; Paus, 2005; Piaget, 1972; Steinberg, 2005). This section briefly reviews domains of later language development that are relevant to the present study, proceeding from the more general issue of meta-linguistic development, followed by linguistic development, (morpho)lexical development, to the more specific topic of acquisition of Hebrew derived nouns.

Meta-linguistic awareness, defined as the ability of language users to monitor their language, to reflect upon it, and to employ explicit linguistic terms referring to it, relies heavily on both cognitive and linguistic skills (Bialystok, 1986; Gombert, 1992; Karmiloff-Smith, 1986, 1992). The acquisition of meta-linguistic awareness is not all-or-none but rather gradual and differential, dependent on the particular linguistic domain and interacting with acquisition of literacy (Berman, 2007; Menyuk & Chesnick, 1997; Pratt & Grieve, 1984; Ravid & Tolchinsky, 2002). For example, emergent signs of meta-linguistic awareness start to appear at kindergarten, especially in phonological awareness tasks (Goodman, Libenson & Wade-Woolley, 2010), but the ability to provide a well-structured definition, a hallmark of meta-linguistic awareness, consolidates only in adolescence and adulthood (Benelli et al, 2006). This study is conducted in writing, a modality that in itself places the tasks it involves at a high starting point with respect to meta-language. Further, the study includes tasks that display a variety of meta-linguistic demands, from “easiest” (for example, selecting one distractor out of four) to “hardest” (for example, providing a definition).
As for linguistic proficiency, later language development is typified by an increase of mastery and sophistication in almost every linguistic domain with concomitant more sophisticated discursive skills (Berman, 2005, 2008; Berman & Katzenberger, 2004; Berman & Nir-Sagiv, 2007, 2009; Ravid & Berman, 2009, 2010). These advances in different facets of linguistic knowledge and language use reflect three properties that are particularly relevant to the study at issue here. The first concerns the ability to employ proficiently divergent linguistic tools and other metalinguistic, cognitive, and social resources for the expression of different linguistic functions (Berman, 2004, 2007) -- suggesting that the responses of the adult population should be richer and more divergent than those of the younger groups of respondents in the study. The second, defined by Tolchinsky (2004) in terms of decontextualization, is the ability to produce decontextualized language, of the kind that does not need recourse to external scaffolding, as in the case of definitions, which represent highly decontextualized linguistic expression. Besides, degree of contextualization was varied in this study, from isolated words to sentences, with the goal of examining the effect of context on the mental lexicon and the developmental course of the decontextualization process. A third relevant property of later language development involves greater exposure to and familiarity with conventionalized and formal language use, hence a more literate, high-level or elevated linguistic register together with greater awareness of non-literal language and non-conventional meanings (Clark, 1993; Ravid & Berman, 2009). In relation to the present study, these developments led me to predict that with age, participants would reveal more comprehension and production of formal conventional language and a concomitant growing awareness of polysemy and homonymy and of the range of secondary meanings associated with polysemous and homonyms terms.

Later lexical development is known to reveal enormous vocabulary growth, both quantitatively and qualitatively (Dockrell & Messer, 2004). In quantity, the vocabulary in later language development increases exponentially from approximately 10,000 words in the 1st grade, via approximately 40,000 words in the 5th grade to several dozen thousands of words in adulthood (Anglin, 1993; Nagy & Herman, 1987; Zechmeister, D'Anna, Hall, Paus, & Smith, 1993). In quality, the literate lexicon includes a high ratio of derivationally complex words (Anglin, 1993; Bar-Ilan & Berman, 2007; Nir-Sagiv, Bar-
Ilan & Berman, 2008), abstract non-imageable words (Avivi Ben-Avi, 2010; Ravid, 2004, 2006b), highly specific words (Seroussi, 2002), polysemous and homonymous words (Seroussi, 2004), and unfamiliar/infrequent words (Nagy & Anderson, 1984), all of which constitute an integral part of the present study.

As for the morphological facet of lexical acquisition, control of derivational morphology of English is considered a late acquisition (e.g., Anglin, 1993; Carlisle, 1995; 2000; Deacon & Bryant, 2005; Feldman, Rueckl, DiLiberto, Pastizzo & Vellutino, 2002; Freyd & Baron, 1982; Larsen & Nippold, 2007; Leong, 2000; Lewis & Windsor, 1996; Mahony, Singson & Mann, 2000). Studies cited above generally revealed age-related increases in mastery of derivational morphology, affected by semantic and phonological factors, and highly correlated with literacy achievements and meta-linguistic competence. The role of derivational morphology in acquisition of English is considered at further length in the concluding discussion (Chapter IV, Section 2.4).

Several studies conducted in Hebrew have documented the developmental route of Hebrew derivational morphology, demonstrating that it belongs solidly in the domain of later language acquisition (Avivi Ben-Zvi, 2010; Berman, 2004; Leve et al, 2008; Ravid, 2004; Ravid & Avidor, 1998; Seroussi, 2002, 2004). Consistent findings emerged from different studies on action nominals in Hebrew: Ravid and Avidor, who examined oral production of action nominals from kindergarten to adulthood, Seroussi (2002), who administered the same test in writing to 6th graders, 8th graders, 11th graders, young and mature adults, and Avivi Ben-Zvi (2010), who conducted the same task orally to a wider range of age-groups from 1st graders to adults -- all found an age-related increase affected both by morphological regularity and by various semantic factors. (Further details comparing results on these tests to findings of the present study are detailed in the concluding discussion, Chapter IV, Section 2.4). Another consistent developmental trend across the board was a discrepancy between the relatively early acquisition of morphological knowledge, manifested by control of word-formation rules, and the later consolidation of lexical knowledge in the form of in-depth familiarity with a literate lexicon, in all its nuances and specificities – a discrepancy compatible with Aronoff’s (1976) distinction between (morphologically) possible and (lexically) actual words.
5. Rationale and Overall Goals of Study

The overall goal of this study was to examine how factors of morphological structure and semantic content affect the organization of the mental lexicon of Hebrew in later language development, with respect to the psycholinguistic factors of familiarity/frequency and concreteness/imageability, on the one hand, and to various task demands, on the other. To this end, a three-phased research design was established, as detailed in the next chapter, which formulates the motivations for and delineates the procedures applied at each phase in turn.

The major trigger for conceptualization of this study was a prior study of the author (Seroussi, 2002), which yielded interesting results with respect to command of the “literate lexicon” (Ravid, 2004) in later, school-age language development, reflected by both quantitative and qualitative analyses. In the 2002 study, participants were asked to provide regular and irregular action nominals, to select the lexically correct out of two to four morphologically related distractors, to judge the correctness of a derived noun in a sentential context, to correct it if necessary, and to write sentences with pairs of derived nouns sharing the same roots (Seroussi, 2004). As predicted, comprehension proceeded production, degree of difficulty of the tasks had an effect on the results and morphologically regular items preceded irregular items. Most importantly, this study yielded numerous not entirely expected insights with regard to the nature of the mental lexicon in later language development, in relation to variables such as familiarity/frequency and imageability/concreteness that had not been anticipated or predicted in advance as playing a role in respondents’ handling of the tasks. The need to validate these intuition-based findings by adopting these as a priori independent variables for independent, in-depth study was a direct consequence of the 2002 study, further supported by the vast research on familiarity/frequency and imageability/concreteness and their pervasive effect in the domain of psycholinguistics.

The rationale for the battery of tests was likewise inspired by my earlier (2002) study as well as by the evidence provided by Anglin (1993) for graded acquisition of lexical knowledge, dependent largely on the nature of the task itself and correlating with meta-linguistic awareness. The addition of on-line priming experiments derived from the desire to add examination of the initial, implicit stages of lexical access, so excluding the impact of meta-linguistic awareness, so as to test the effect of two different experimental settings, one more monitored and conscious and the second less monitored and unconscious, in relation to the same input items as stimuli. At
the other extreme, addition of a definitions test to the written battery aimed at investigating the highest level of explicit meta-linguistic knowledge. The sentence-construction task used in the 2002 study yielded such interesting insights, written up separately in Seroussi (2004), that it was decided to employ a similar version of this task in the present study, one that is more controlled and carefully designed with respect to the input items. Finally, an innovative idea was to examine associations, both in comprehension (selection of distractors) and in production (free associations), as reflecting various networks of the mental lexicon, including structural (morphological and phonological) relations. To date, most studies of free associations (as detailed further in the next chapter) fail to go any further than providing norms, while studies on selection of distractors in word-relatedness tests are generally confined to various types of semantic/associative relations without specifying which precisely is involved or why.

In concluding this background introduction, it is important to underline that the study documented below was undertaken with the overall goal aim of providing an unbiased window, as close to natural as possible, on the mental lexicon of Hebrew speaker-writes. To achieve these aims, people’s personal judgments and evaluations were involved at each and every phase of the study, coming to a total of over one thousand native speakers of Hebrew who took part in this study, either as judges and consultants, or as respondents in extensive pilot studies as well as in the final questionnaires and structured elicitations (battery of written tests and priming experiments). Further, in the interests of impartiality, instructions to tests were worded in very general, neutral terms, and categories for coding responses were not hierarchically ranked a priori, but instead were evaluated by the results they yielded in relation to each of the variables constituting the design of the research.
CHAPTER II -- RESEARCH DESIGN

As explained in the introduction, the study aims to investigate the interrelation between morphological form and semantic content (its dependent variables) in relation to the factors of familiarity, frequency, and concreteness as its independent variables. The investigation was carried out in the following four distinct but interrelated phases, as detailed in the two parts of this chapter. **Part A** describes the two initial stages as follows:

**Phase I -- Construction of Data-Base** included selection of a list of over 2,000 derived nouns that constituted the research materials; **Phase II -- Questionnaires** included construction and administration of specially devised questionnaires testing this entire data-base for the three independent variables of (subjective) familiarity, (subjective) frequency, and concreteness; **Part B** describes **Phase III -- Structured Elicitations** that included construction, administration, and coding of sets of written tests and on-line pilot priming experiments – based on items selected on the basis of findings from the Phase II questionnaires. Below motivations and procedures are detailed for each phase in turn.

Note that, for reasons motivated in detail in the preceding chapter (Chapter I, Section 3.1), in order to circumvent the problem of homography of words in isolation, in all the phases of the study, test items were rendered in fully **vocalized orthography** with normative diacritics. Instructions to participants were written in conventional “plene” Hebrew orthography using **matres lectionis** but no diacritic vowel-pointing, as accepted in regular Hebrew reading materials -- newspapers, encyclopedias, short stories, novels, etc. (Bentin, 1989; Frost, Kugler, Deutsch & Forster, 2005).

A. BACKGROUND TO TESTS: PHASES I AND II

This part of the chapter describes the dictionary searches and fieldwork conducted in order to establish the input materials for the tests administered in Phase III. These took the form of Phase I initial construction of an overall pool of around 4,000 Hebrew derived nouns, followed by selection of 2,400 of these nouns (Section 1 below) for use in the Phase II questionnaires that served to establish the independent variables of the study (Section 2 below).
1. Phase I – Data-Base Preparation

The goal of this phase was to construct a foundational data-base of research items for the subsequent phases of the study. In the present study, this refers specifically to nouns derived from a consonantal root shared by other items in the lexicon of Hebrew, in so-called “word families” (Bertram et al, 2000; De Jong et al, 2000; Moscoso del Prado Martín et al, 2005), as in the following group of words from the shared root h-b-r: xovéret ‘booklet’, maxbéret ‘notebook’, xibur ‘addition, composition’, taxbura ‘transportation’). To this end, the following procedures were undertaken: initial screening of possible items, comparisons of items in different dictionaries, and semantic transparency judgments (Sections 1.1 to 1.3 respectively).

1.1. Initial Screening

The first step was to decide on an initial source for establishing a list of derived nouns. This was done by consulting the 1993 edition of the monumental four-volume Even-Shoshan dictionary, to this day the most reputable dictionary of the Hebrew language and, importantly, one with a supplement that provides a listing of all Hebrew roots in alphabetical order of their initial radical. This made it possible to adopt the following criteria for selecting a set of research items out of all the nouns listed: root structure, root productivity, and root semantics.

(1) Root transparency: Roots were divided between “full” triconsonantal roots and “defective” biconsonantal roots – alternating for the value of plus and minus transparent respectively.

(2) Root productivity: Only productive roots were selected. In the present context, a root was defined as “productive” (Anshen & Aronoff, 1999; Baayen & Renouf, 1996) if (i) it occurs in current Hebrew usage with at least one verb, so that research items consisted of only deverbal and not de-adjectival nouns; and (ii) the same root is the basis for deriving at least four different nouns. This meant, for example, that the triconsonantal string d-r-m was not selected, since it has only two associated nouns: darom ‘south’ and hadrama ‘moving southwards’.

(3) Meaning variation: Only roots that involved more than a single meaning were selected, where semantic variation was specified as involving polysemy and/or
homonymy. For example, the root *s-p-r* conveys the meanings of both ‘tell, recount’ (as in *sipur* ‘story’) and ‘cut(hair)’ as in (*tispórët* ‘haircut’); and the root *’b-q* has the sense both of ‘dust, powder’ as in the nouns *avak* ‘dust’, *avka* ‘powder’, *ibuk* ‘dusting, pulverization’ and also of ‘endeavor’ as in the nouns *ma’avak* ‘struggle’, *he’avkut* ‘wrestling’. A rather different type of meaning variation is represented by a word like *mavxena* ‘test-tube’ from the root *b-h-n* ‘test, examine’, which shares the same root as the semantically closely similar nouns *mivxan* ‘test’, *bexina* ‘examination’. Polysemy is also represented by a noun like *tikróvet* ‘refreshments’ (a literary term of low frequency in current usage) from the root *q-r-b*, which has the basic sense of ‘be-near’ as in the nouns *kirva* ‘closeness’, *hitkarvut* ‘approaching’. The criterion of meaning variation meant, for example, that the root *b-r-g* was excluded from the study: Although several different nouns are derived from it (e.g., *bóreg* ‘(a) screw’, *mavreg* ‘screwdriver’, *mavrega* ‘electric screwdriver’, *havraga* ‘screwing in’, *tavrig* ‘threadscrew’, *tavrog* ‘screw-stock’), all are closely and clearly semantically related, with the same basic sense of ‘screw’. And the root *’s-p* was excluded for the same reason, since the many nouns derived from it all share the same basic sense of ‘collect, gather’ as in *isuf* ‘gathering’, *asefa* ‘meeting’, *ósef* collection. The criterion of variety of meaning was necessary to establish a pool of test items that display two distinct types of relationship: nouns with both a morphological and a semantic relation, on the one hand, and nouns that are morphologically related but semantically distinct, on the other.

1.2. Selection of Research Items

The list of nouns in the supplement to the Even-Shoshan (1993) dictionary -- numbering around five thousand in all -- proved too unconstrained for purposes of the present study, since it was composed out of the entire word-stock of Hebrew, from different periods in the history of the language, regardless of whether they are part of contemporary Hebrew usage. Besides, various items in the list are possible but not actual words in Hebrew (Aronoff, 1976). For example, the list includes numerous verb-based action nominals that
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5 As noted in the introductory notational conventions, **consonantal roots** are represented as they occur in Hebrew orthography, irrespective of current pronunciation or possible historical levelings. On the other hand, **words** (here, mainly derived nouns) are represented in broad phonemic transcription that mirrors “General Israeli Hebrew” pronunciation (Blanc, 1964; Ravid, 1995) except where given in Hebrew script.
are theoretically well-formed but non-occurrent in Hebrew usage, such as the action nominal *hibargut from the verb *nivrag 'be-screwed’ in the passive nif'al verb pattern (Berman, 1976; Ravid & Avidor, 1998).

These observations highlight the problem of the discrepancies between conventional dictionaries and the mental lexicon (Aitchison, 2003; Anshen & Aronoff, 1999), as described in the previous chapter, and led to the decision to rely on more than a single dictionary in establishing the data-base for the present study. To this end, the nouns listed in the Even-Shoshan supplement were checked against three other sources: the computerized floppy-disk version of the dictionary Rav-Milim ‘Multi-Words’ (Choueka & Freidkin, 1997), which is explicitly oriented to contemporary as well as traditional Hebrew usage; the popular, relatively non-academic one-volume Concise Sapphire Dictionary edited by Avenyon (1997); and the website of the Academy of the Hebrew Language, an official body of the Hebrew language establishment (Ravid, 1995) that prescribes norms for language usage and, importantly for present purposes, specifies all the coinages recommended by the Academy for innovating new vocabulary items. This search reduced the original list based on Even-Shoshan to a set of 4,000 derived nouns, which (a) excluded any items judged to be non-existent (e.g. hibargut as noted earlier) and (b) included only nouns that appeared in at least one other dictionary in addition to Even-Shoshan.

1.3. Inter-Personal Judgments of Semantic Transparency
The procedures described in the preceding section yielded a data-base of some 4000 derived nouns grouped in small root-based “families”, each consisting of at least four derived nouns with a potential meaning variation between them as noted above. The next step involved decisions regarding the degree of semantic transparency or proximity between the nouns constituting the members of each family. To this end, the author worked in consultation with two other native speakers of Hebrew with formal background in language studies, since (a) evaluation of semantic proximity depends on subjective individual intuitions, so suggesting a need for inter-judge agreement and (b) the impact of morphology in the Hebrew lexicon may bias native speakers to assume that words that share the same consonantal root are semantically related, even when in fact no
such connection exists. For example, native speakers of Hebrew tend to believe that the nouns migraš ‘plot, field’ and geruš ‘deportation’, from the root g-r-š or the words géver ‘man and gibor ‘hero’, from the root g-b-r, are semantically related (Bar-On, 2001). Extra precautions were thus required to neutralize a possible “morpho-semantic bias”.

Decisions as to the relative proximity or distance in semantic relatedness of nouns with a shared root were made as follows. The three researchers (the author and her collaborators) working in conjunction went over the list of roots and the nouns derived from them. We discarded any root all of whose associated nouns appeared to us to be clearly semantically related and retained those roots regarding which all three agreed as having only a morphological but no semantic relation. Any items where there was no unanimity of judgment were likewise discarded. For example, the root p-g-š was discarded because one of the three judges considered the noun pagosh ‘(car) bumper’ to be semantically related to pegisha ‘meeting, encounter’. This was a long and tedious process, since – as demonstrated by Bar-On (2001) -- well-educated, highly literate Hebrew speakers tend to find quite out-of-the-way connections between the senses of words that are in fact related only in surface morphology. After much careful consideration and further inter-judge discussions of problematic cases, a final list of some 2,400 nouns was constructed, constituting the data-base for the entire study. Of these, approximately two-thirds were morphologically transparent in the sense that they had full or non-defective roots (1,700 nouns based on 180 roots) and the rest were morphologically more opaque (700 nouns from 80 defective roots), by criteria described in Section 1.1 above.

2. Phase II - Questionnaires
The original research plan was to obtain rankings for the two independent variables of subjective familiarity and imageability for all 2400 derived nouns in the data-base, on the assumption that the combination of these two independent measures would be the best basis for deriving a complete and accurate picture of how Hebrew words (as represented by the test nouns) are represented in the mental lexicon. For this purpose, original questionnaires were designed and administered to several hundred native speakers of
Hebrew, aged between 20 and 60 years, with at least high school and usually some further level of formal education. As administration of these questionnaires proceeded, unexpected problems arose of a kind not acknowledged, as far as I know, in the research literature on Hebrew (Drori & Henik, 2005) let alone of other languages. These unanticipated difficulties led us to revise the initial research program in several ways, as detailed and motivated below for the variables of subjective familiarity (Section 2.1), subjective frequency (2.2), the two combined (2.3), and concreteness (2.4).

2.1. Subjective Familiarity
The first independent variable tested was ranking of items for what is termed “subjective familiarity”, by asking participants to indicate how familiar or well-known they consider a certain word to be, the commonest method cited in the literature for estimating frequency of use (see Chapter I, Section 2.1). The present study started out by applying the same procedures as those adopted by prior research in this domain, as follows. The entire data-base of 2,400 Hebrew derived nouns was randomly ordered by computerized means and then sub-divided into nine parallel questionnaires, each containing some 260 nouns listed in random order (9 x 260 = 2,340). Each questionnaire was administered in writing to 30 native Hebrew-speaking adults, yielding a total of 270 participants (30 times each of 9 parallel questionnaires) with the aim of providing rankings for the variable of subjective familiarity. Participants were required to rank each of these nouns on a five-point scale from “not at all familiar” to “more or less familiar” and up to “very familiar indeed”, based on the following written instructions (in free translation from Hebrew): “The aim of the following questionnaire is to rank familiarity of Hebrew words to native Hebrew speakers. All the words you are going to see are nouns. If there is more than one interpretation to a word, a partial context is given in parenthesis. You are asked to please rank the degree of your personal familiarity with each word. This questionnaire deliberately contains many words that are unfamiliar. Do not hesitate to mark them as such.”

The most striking result yielded by the subjective familiarity questionnaire was that the vast bulk (over 80%! ) of all nouns were given a rank of 4 or 5 on the 5-point scale (implications of this finding are discussed in Chapter IV, Section 3.2). That is,
respondents rated the vast majority of the nouns presented to them as being highly familiar, even though the questionnaire deliberately included numerous items that seemed intuitively quite archaic and arcane or else represented highly esoteric stipulated coinages — nouns that were rated as unknown to a group of around 10 native-speaking undergraduate students of linguistics, who were asked in an informal setting to say what these words meant. One possible explanation for this finding is a perhaps Hebrew-specific phenomenon of **pseudo-familiarity**, leading to a kind of “over-familiarization” owing to the powerful impact exerted on speakers of the language by consonantal roots that they know, or think they know. This finding points to the weight of morphology rather than phonology in processing the Hebrew lexicon, an issue discussed at length in the concluding chapter (Chapter IV, Section 1.1). And it makes good sense typologically, since for a word to be morphologically “well-formed” in Hebrew, it typically consists of an occurrent consonantal root combined with an established **miškal** morphological pattern. For example, the noun **tikróvet** ‘refreshments’, noted earlier as a literary term of low frequency in current usage, shares the same affixal pattern tiCCóCet as familiar nouns like **tispóret** ‘haircut’, **tisbóxet** ‘complication’; and the high-register, semantically specialized noun **laktanut** ‘eclecticism’ shares the pattern CaCCAnut with more everyday words like **paršanut** ‘commentary’, **aclanut** ‘laziness’. Once a Hebrew speaker sees a word made up out of these two elements — as were all the words in the data-base for the present study -- he or she will regard it as a “possible” word in the language (Aronoff, 1976; Halle, 1973) and hence as “legitimate”, however arcane or esoteric it may be in fact. Sociolinguistic and historical factors conspire with this structural bias to make Hebrew speakers treat words that they may not know at all as “familiar”, since the language is in a highly dynamic state of flux and new words are constantly entering it, while “old” words still form an integral part of the mental lexicon (e.g., Nir, 1982, 1993; Ravid, 2005; Yannai, 1974 – and see, too, Chapter I, Section 3.1)

Since the familiarity questionnaire proved an insufficiently sensitive instrument for determining the actual frequency of Hebrew nouns, an additional questionnaire was constructed, aimed directly at the factor of “subjective frequency”, as defined below.
2.2. Subjective Frequency

A further set of questionnaires was constructed, following the procedure used by Balota, Piloti and Cortese (2001) for English. Respondents were asked to rate the extent to which they themselves had encountered the word, on a five-point scale from very often indeed via sometimes, down to never at all. The same nine randomized questionnaires, each containing approximately 260 derived nouns, were administered in writing to another, but similar group of 270 native Hebrew-speaking adults (30 respondents to each of 9 questionnaires). In order to evaluate subjective frequency, they were instructed as follows: “The aim of the following questionnaire is to rank the degree of frequency of Hebrew words. Frequent words appear more often while infrequent words appear less often. You are asked to please evaluate the frequency with which you yourself have personally encountered each word on the list. This questionnaire deliberately contains many infrequent words. If you see words that you have never encountered, do not hesitate to mark them in the column headed ‘never’”.

Unlike the familiarity questionnaire, the frequency questionnaire turned out to be highly diagnostic. It took respondents much longer to fill out this latter questionnaire (averaging some 15 to 20 minutes for 250 items as compared with 10 minutes or less for the same number of items on the familiarity questionnaire), suggesting that their responses were less more thoughtful and less mechanical. More importantly, responses to the frequency questionnaire yielded a far wider distribution across the five-point scale, with a mean of 3.34 (SD=1.92) as against 4.47 (SD=0.78) in the familiarity scale.

2.3. The F-Score

Recall that the scores on the familiarity questionnaires clustered around the top end of the 5-point scale. In contrast, responses on frequency were not nearly so high, tending to cluster more in the middle of the scale. In spite of this difference in absolute ratings, there was a relatively very high correlation (.834) between responses to the same nouns on the two variables of familiarity and frequency respectively which, recall, were provided by different groups of respondents. Responses on both questionnaires showed a strong effect of the same three major intervening variables: (i) morphological binyan conjugation pattern of the base-verb -- in the case of verb-related Action Nominals; (ii) type of
derivation – root-based or linear; and (iii) historical origin – whether Modern, following the revival of Hebrew as a medium of spoken communication in the late 19th century, or coming from earlier stages of the language. The role of these factors is discussed later in the study (Chapter IV, Section 3.2).

Taken together, the questionnaires of subjective familiarity and frequency yielded the following picture. On the one hand, these two variables share common properties with respect to such factors as verb morphology, type of noun-structure, and historical origin. On the other hand, each elicited strikingly different responses from native speakers, with nearly all items clustering high on the scale of familiarity but diverging far more on frequency. We concluded that these variables reflect two complementary facets of the same complex phenomenon, with each playing a distinct, but related role in the mental lexicon of Hebrew (nouns). Procedurally, this meant that both factors needed to be taken into account in planning the subsequent phases of the study. The solution we arrived at, in consultation with statistical and other experts on research methodology, was to calculate a novel variable, labeled an “F-Score”, as a weighted mean of the scores for subjective familiarity and subjective frequency taken together. This F-Score, constituting an integrated measure of the factors of lexical familiarity/frequency, served as the basis for selection of stimuli for the subsequent phases of the study – the test batteries and priming experiments.  

2.4. Evaluation of Concreteness
The initial plan was to obtain imageability rankings for each noun in the data-base by means of imageability questionnaires, along the same lines as the familiarity and frequency questionnaires (nine of each, each administered to 30 different subjects). This proved unfeasible for various unexpected reasons. After several lengthy, time-consuming, and very tedious trials, we ended up eventually with a small-scale corpus of around 400 nouns (that is, some 15% of the total data-base), divided equally between clearly concrete and clearly abstract items. This section details the sequence of steps by means of
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6 A full data-sheet of all the variables is available on request from the author batia.seroussi@gmail.com.
which this subset of items was established, in order to measure the variable of concreteness / imageability.

To start, imageability questionnaires were initially constructed along the same lines as the familiarity and frequency questionnaires. Participants were asked to rank each of 260 nouns presented to them in writing on a 5-point scale from 1 (very imageable) to 5 (not at all imageable). The instructions were worded as follows, bearing in mind that there is no established word in the conventional Hebrew lexicon for “imageable” let alone for “imageability”, and a group of native speakers majoring in linguistics were unable to agree on a term that would be sufficiently transparent to convey the sense of this notion. “The aim of the following questionnaire is to rank the mental imagery of Hebrew words. Concrete nouns are considered to have high imageability while abstract nouns are considered low in imageability. Please rank the degree of imageability – that is the ease of evoking a mental image -- for each word. This questionnaire deliberately contains many infrequent words. If the word is not frequent enough to determine the degree of imageability, please, mark it in the column headed “cannot decide”.

The imageability questionnaires were administered by parallel procedures to those for familiarity and frequency; again, 9 questionnaires of approximately 260 items were distributed to yet other groups of native Hebrew-speaking adults. However, a remarkable procedural (presumably psycholinguistically significant) difference emerged between responses to the familiarity and imageability questionnaires right from the start and across the board. Respondents filled out the familiarity questionnaire without any evident difficulty, in a matter of minutes, with high inter-subject agreement. In contrast, it took respondents a long time to fill out the imageability questionnaire, they complained that it was too hard, too long, and very tedious, and their responses were more variable, possibly due to individual differences in visualization skills. Besides, respondents often accompanied the questionnaire with comments on the difficulty of specifying imageability, especially in relation to unfamiliar/infrequent words (that is, ones that had rated a low F-score). These differences can be interpreted as due to different levels of activation of word meanings: In the familiarity questionnaire, respondents could relate to the stimulus nouns as familiar on the basis of their repertoire of more or less well-known vocabulary items, with additional cues provided by their familiarity with the
morphological constructs of well-established consonantal roots and conventional affixal patterns in the stimulus items -- so that they did not have to concern themselves with a full range of possible semantic interpretations for each word. This option was not possible in the case of the imageability questionnaire, where respondents had to take into account the meaning of each word out of a possible range of meanings in order to perform the task. After administering the full imageability questionnaires to several dozen respondents, only a small part of whom answered them in full, it was decided that the task in its present format was not feasible on practical grounds. We attempted to solve this problem by dividing each of the original questionnaires into half the number of items, so reducing the time it would take to fill them out, but this did not help, since it was still hard for people to complete the task. Again, several dozen (different) respondents participated in this procedure until it, too, was abandoned. We concluded that, in principle, both the full and the shorter questionnaires failed to provide a valid measure of the variable of imageability for Hebrew nouns.

In an attempt to solve the problem of measuring the imageability of Hebrew nouns, relevant background research led us to adopt the variable of concreteness, as very closely related to and yet less controversial than imageability (see Chapter I, Section 2.2). Not only do the terms “concrete(ness)” and “abstract(ness)” have clear, well-established counterparts in Hebrew, the idea of concreteness is more widely accepted in everyday usage and is less dependent on the visual sense than imageability. This time, (yet another group of) respondents were asked to rank the same set of 260 derived nouns in each questionnaire on a 5-point scale from 1 (very concrete) to 5 (not at all concrete, very abstract). Instructions were as follows: “The aim of the following questionnaire is to rank the degree of concreteness of Hebrew words. Concrete nouns can be experienced by the senses (sight, hearing, taste, smell, touch) while abstract words cannot be experienced by the senses. You are requested to rank the degree of concreteness of each word. This questionnaire deliberately contains many infrequent words. If the word is not common enough to determine its degree of concreteness, please mark it in the column headed “not measurable”. Regrettably, replacement of imageability by concreteness was not successful, either. Again, several dozen respondents were given the concreteness questionnaire, but here, too, there were complaints about the difficulty of determining the
degree of concreteness, mainly in relation to two classes of input items: for unfamiliar/infrequent words – as independently established by their F-score; and for words with a not unequivocal degree of concreteness, lying somewhere between the two poles of concreteness / abstractness – in cases like collective nouns, nouns denoting places, etc. (See, in this respect, the 10-point scale of concreteness/specificity to abstractness/generality devised and tested by Ravid, 2006, for Hebrew -- subsequently adapted to large-scale English-language corpora in Berman & Nir-Sagiv, 2009; Nir-Sagiv, Bar-Ilan, & Berman, 2008).

At this point, after several months of attempts to obtain scores for imageability/concreteness, on the basis of questionnaires to hundreds of frustrated participants, it was decided to seek a different format for measuring this variable. As noted, a major difficulty manifested by participants in the preceding stages of this investigation had been to provide a ranking for items whose degree of concreteness / abstractness was not unanimous or clear-cut, but lay somewhere between the two poles of this variable. On the other hand, relatively greater agreement had been attained in cases at the two extremes of the continuum, that is, very abstract or very concrete respectively. In consultation with the research group in Ruth Berman’s lab (Hebrew-speaking graduate students majoring in linguistics), it was decided to make do with a smaller sample of items, including only nouns at the two ends of the scale, either clearly concrete or clearly abstract. This goal was achieved in several steps, as follows. First, the full data-base was divided into two, each of 1,200 derived nouns, and presented to 20 volunteers, mainly graduate students majoring in linguistics, or members of their families and friends. These twenty respondents were asked to scan one of the two lists of 1,200 derived nouns, marking what they regarded as the most concrete and the most abstract of the lot. Nouns that rated a high level of agreement, marked by 70% or more of the 20 volunteers as clearly either plus or minus concrete, were included in the final sample. The task of going through these long lists of over one thousand words proved very demanding in terms of visual attention, and there were numerous cases in which nouns that appeared intuitively either very concrete or very abstract were not marked by a sufficient proportion of the participants, apparently because they had simply slipped their attention. All such nouns were presented to another group of 10 Hebrew speakers majoring in linguistics, who were
asked to mark whether they agreed with the judgments given them previously as very concrete / very abstract. Again, nouns that reached 70% or more agreement on this round of responses were added to the final sample of items specified for concreteness / abstractness. Taken together, the two rounds of judgments yielded a data-base of **370 nouns**, half judged highly concrete, half highly abstract, by at least 70% of the 30 respondents. Interestingly, the mean F-score of the nouns in this sub-sample of items was significantly higher than the mean F-score of all 2,400 nouns in the full data-base, meaning that mainly nouns ranking high on familiarity/frequency were included in the concreteness variable.

A common debate in the literature on concreteness and familiarity/frequency in the lexicon concerns the question of whether these two variables are inter-dependent or not (e.g., Baayen et al, 2006; Balota et al, 2004; McDonald & Shillcock, 2001). The findings of the present study, as detailed here, demonstrate an unequivocal inter-dependency between the two. Across the board, respondents had a hard time deciding on the relatively concreteness or abstractness of infrequent/unfamiliar nouns. These were evidently words for which they had no clear semantic representation, and the reason why mainly nouns with high F-scores were included in the sample of items judged independently as plus or minus abstract.

The subset of 370 nouns, as noted, was now available for use in tests of nouns with a high F-score. However, one of the tests planned for a subsequent phase of the study involved nouns with a low F-score that were judged as either plus or minus concrete, that is, that had a high or a low score on concreteness. The following procedure was adopted in order to obtain concreteness judgments for unfamiliar/infrequent derived nouns: Several dozen derived nouns with low F-scores were assessed by the investigator as having either high or low scores for concreteness. The dictionary meanings of these nouns were then conveyed to a team of five research assistants in the Berman lab, who were asked to confirm or refute the investigator’s judgments of concreteness for these items. Where all five participants agreed unanimously on whether the (to them formerly unfamiliar word) was concrete or abstract, the word was included as a research item. This yielded a set of **20 nouns** with low F-scores that had been judged unambiguously for
concreteness, half as concrete and half as abstract. By means of these procedures, values for plus or minus concrete were available for a total of nearly 400 nouns.

B. TESTS: PHASE III
Once Phase II was completed, the entire data-base of 2,400 items with F-scores and a subset of nearly 400 nouns with values for concreteness were ready for use in the two final phases of fieldwork conducted for this study. Below are detailed the test-battery of seven written tasks (Section 1) and the on-line pilot priming experiments (Section 2).

1. Written Test Battery
Construction and administration of the battery of seven written tasks starts with a review of the independent variables tested in the battery and predictions related to each of them (Sections 1.1 and 1.2), followed by the rationale (1.3) and procedures (1.4) of the test battery, breakdown of each of the 7 tasks (1.5), summary tables (1.6), and test-administration procedures (1.7), concluding with details of coding categories and methods of analysis (1.8).

All tests administered in this phase were “untutored” in the following sense: Participants were not given sample responses or any other kind of illustrative examples, nor were they explicitly instructed on preferred methods of carrying out the tasks presented to them. Moreover, the written (off-line) component was conducted under conditions that were as open-ended as possible, in order to meet the overall goal of gaining insights into the mental lexicon of Hebrew speaker-writers by ensuring that responses would reflect participants’ genuine, unbiased grasp of the tasks at hand. For similar reasons, no a priori evaluative scales were applied in analyzing responses, and only general predictions were formulated. Further grounds for these decisions are that two of the independent variables (the F-score and concreteness) as well as the bulk of the tasks administered (except for definitions) are almost totally novel, certainly in psycholinguistic research and certainly in Hebrew, so that their outcomes were not readily predictable.
1.1. Word-Internal Independent Variables and Predictions

The first step was to specify the values of each test item in the entire battery for type of root (full / defective) and F-score value (high / low), and a subset of items for concreteness (concrete / abstract) -- as three item-based variables -- with participants’ age as a fourth independent variable (Section 1.2). All four variables except for concreteness were manipulated across the entire test battery, as detailed further below (Section 1.5). This section specifies the breakdown into the three item-based independent variables (type of root, F-scores, and concreteness) along with general predictions relating to each one separately.

**Type of Root:** The nature of the consonantal roots on which the research items were based constitutes a structurally motivated variable, dividing the data-base into two classes of items: “full” or “defective” respectively. Roots defined as “full” consist of three consonants, all of which appear overtly in all nouns constructed out of them, while “defective” roots may be only bi-consonantal in some if not all of the nouns based on them. This division meant that about two-thirds of the original data-base of 2,400 derived nouns were comprised of full roots, while the remaining third were based on defective roots. This ratio of two-thirds to one-third full to defective roots was kept for the structured tests as well, in order to enable the team that designed the tests to carefully select the appropriate items for the tests with control over all the independent variables. Stipulation of a half-half ratio between full and defective roots, for example, would have inhibited the overall research design, since because this would not have yielded a sufficient number of appropriate nouns derived from defective roots that meet the aims of the tests in terms of F-score and concreteness.

Predictions were that (1) full, triconsonantal roots would be easier to identify and to manipulate than defective biconsonantal roots on all subtests, since the latter are less transparent and less identifiable than full roots; and (2) root transparency/opacity would interact with age, with younger participants finding it harder to cope with defective roots.

**Familiarity/Frequency (F-score):** The F-scores derived by calculating the standardized mean of frequency and familiarity served as a basis for selection of test items. Items that scored more than one standard deviation below the mean group score were defined as having a low F-Score (N = 507 derived nouns), while items scoring more than one
standard deviation above the mean were defined as high F-Scores (N=464). This set of nearly one thousand (971) derived nouns served as the data-base for item-selection with respect to the variable of familiarity/frequency.

Predictions were that (1) words with a low F-Score would elicit more morphologically-based responses in terms of consonantal root or skeleton than words with a high F-score (Hay & Baayen, 2001); (2) as a corollary, words with high F-scores, for which participants have an established semantic representation, would elicit more responses based on factors of content or meaning, compared to words with low F-scores; and (3) developmentally, the factor of familiarity/frequency would have a stronger effect among younger participants, reflecting the fact that they have a less extensive lexicon than older students and adults.

**Concreteness**: The subset of 374 items for this variable (see Part A, Section 2.4 above) divided up as follows: The bulk were concrete nouns (214) -- 153 with full roots and 61 with defective roots -- while the rest were nouns judged to be abstract (160) -- 96 with full roots and 64 with defective roots. Recall that the mean F-score of the 374 nouns in the Concrete / Abstract subset of items was significantly higher than for the data-base as a whole, with the result that several nouns relatively low-frequency nouns in this subset in fact had F-scores that were above the cut-off point for the variable of familiarity/frequency. Recall, too, that this subset of 374 items was supplemented by an additional 20 nouns rated as unfamiliar/infrequent by a separate selection procedure (Section 2.4 above).

Predictions were that (1) the variable of concreteness would have a differential effect on different tasks on the test-battery; for example, in the sentence-construction task, concrete nouns were predicted to appear more in post-verbal and abstract nouns more in pre-verbal (subject) position (Seroussi, 2004; Ravid & Berman, 2010; Ravid & Cahana-Amitay, 2005); and (2) an interaction with age would emerge such that concreteness would have a greater effect among younger participations and would in general correlate highly with the factor of age (Bates et al, 2001; Colombo & Burani, 2002; Johnson & Anglin, 1995; Marinellie & Chan, 2006; Masterson et al, 2008; Nippold, Hegel, Sohlberg & Schwartz, 1999; Nippold & Haq, 1996).
1.2. Population – Rationale and Predictions

An important goal of the study was to shed light on the mental lexicon in relation to (later) language development. Research on later language development in Hebrew and other languages has shown the period from grade-school middle childhood across high school adolescence and into adulthood to reveal significant age- and literacy-related changes in linguistic knowledge in general and in mastery of the lexicon in particular (Berman, 2004, 2007, 2008; Nir & Berman, in press; Nir-Sagiv, Bar-Ilan, & Berman, 2008; Ravid, 2004, 2006; Ravid & Berman, 2009; Ravid & Levy, 2010; Ravid & Zilberbuch, 2003). The Hebrew-specific design and findings of Segal (2008) on use of lexical and other devices for narrative evaluation provide further support for the three age-schooling levels that were selected for the present study: grade-school -- 6th grade pre-adolescents aged 11 to 12 years; high school – 10th grade adolescents aged 15 to 16; and university student adults aged 21 to 30 (as detailed in Table 4). It was thus assumed that these age groups would yield reliable, in-depth insights into development of the mental lexicon across the school years en route to mature linguistic proficiency. Criteria for selection of participants were that they include only monolingual or first-language speakers of Hebrew, from middle to high socio-economic backgrounds, with the two younger age-groups taken from well-established urban schools in central Israel. Children reported by school authorities as having language impairments or as being treated for learning disabilities were excluded from the sample.

Predictions were that (1) there would be age-related changes across the board, on all tasks; (2) age would interact with the other independent variables of root, familiarity/frequency, and concreteness; and (3) high school adolescents would reflect an intermediate stage between younger children and adult participants with respect to the developing mental lexicon.

1.3. Rationale for Written Test Battery

The design of this study was inspired largely by insights deriving from research conducted in the framework of my masters’ thesis (Seroussi, 2002, 2004) and heavily supported by Anglin’s (1993) large-scale developmental study and Durso and Shore’s (1991) study of levels of lexical knowledge in adults. The point of departure was that
word knowledge is not binary but rather gradient, describable as a continuum (Dockrell & Messer, 2004), in which “full knowledge” is found at one end, no knowledge at the other, with partial knowledge lying between the two. In the studies of Anglin and of Durso and Shore, words with various degrees of frequency were selected from established English-language dictionaries, and lexical abilities were defined along the following quite similar hierarchical scale: **Definitions** were taken to represent the highest level of lexical and meta-linguistic knowledge, since full and explicit knowledge of a word is required in order to define it properly; the ability to **generate sentences** with a given word was ranked slightly below the ability to define; and the ability to identify a word out of a set of **multiple-choice distractors** was ranked at a still lower point since it requires identification but not any independently generated lexical operation. Anglin used this hierarchy in his three-staged examination of vocabulary growth among school-children from 1st to 5th grade: Participants were asked first to define words, then to construct sentences with words they could not define and, third, in cases where they could not construct a sentence, to identify the correct interpretation of the word out of a closed set of distractors. In their investigation of English-speaking adults, Durso and Shore adopted both the tasks of definition and sentence-construction as representing fully established lexical knowledge; in addition, they probed partial knowledge (which they termed “frontier knowledge”) by means of sentence-embedded distractors rather than by isolated words; and they also had participants provide **associations** to the partially known words.

The present study, too, includes various tasks such as providing definitions, constructing sentences, giving word associations, selecting the correct response out of several distractors, and interpreting unknown or partially known words presented in sentential contexts. The major difference between this study and those of Anglin and of Durso and Shore is that it was deliberately not executed in consecutive stages: Given that its goal was not to tap individual lexical knowledge, but rather to gain insights into the collective mental lexicon of Hebrew, the study reported here relied on a more “horizontal” mapping of degrees of lexical knowledge. To this end, all words used in the present study, from the shared category of derived nouns, were selected *a priori* as representing different variables: Form (morphological structure), usage
(familiarity/frequency), and semantic content (concreteness) – each in interaction with development (three levels of age-schooling).

To this end, a battery of seven tasks, aimed at tapping both morphological and semantic facets of the lexicon, was devised in consultation with a team of graduate students majoring in linguistics associated with Ruth Berman’s laboratory (The full set of tasks and task-items are provided in their original Hebrew form in Appendices 1, 2 and 3). The tasks were designed to probe varying levels and types of lexical knowledge by means of a carefully controlled range of tasks varying in (i) type of processing demands they involved, (ii) the linguistic knowledge required, and (iii) presumed level of difficulty.

With regard to processing demands, the battery included both tasks that required multiple-choice as well as single-word responses, construction of sentences, and definitions. With respect to types of linguistic knowledge, several of the tasks involved both lexico-semantic and structural (syntactic and/or morphological); for example, interpretation of (unfamiliar) words in context requires attention to both the syntactic structure, hence knowledge of the lexical category of the input item, and also the pragmatic implications of the sentential context. An important consideration in designing the test battery in relation to both type of processing and level of difficulty was the comprehension / production distinction, taking into account the well-established observation that comprehension precedes and outstrips production in early acquisition as in subsequent linguistic knowledge of the lexicon and other domains (e.g., Ben-David, 2002; Clark & Berman, 1987; Seroussi, 2002).

Table 1 summarizes the test battery in terms of task demands made on respondents and the independent variables involved in each of the seven tasks.
Table 1: Breakdown of Tasks in the Test-Battery by Topic, Type of Task, and Independent Variables

As shown in Table 1, the seven tasks fall into four clusters by topic -- relatedness between words, interpretation in context, free associations, sentential use and definition. The considerations motivating each type of task are delineated below.

**Relatedness between Words:** The tasks dealing with relatedness between words were devised specifically for the present study, for both typological and methodological reasons. Typologically, Hebrew words are traditionally treated as falling into “word families”, and presented as such from early on in children’s language studies, grouped around the language-specific morphological factor of having a shared consonantal root. Accordingly, on these two tasks, respondents were presented with nouns representing different types of linguistic relations to the input items, in order to evaluate the relative
salience of structure compared with meaning in this connection. A similar task was
employed in the studies of Anglin and of Durso and Shore specifically in cases where
participants were not able to construct a sentence or provide a definition and all the
distractors were semantically related. Unlike these studies, the relatedness task used here
deliberately includes known words and structurally related distractors, precisely in order
to shed light on the variable of familiarity/frequency in performing this task. A further
reason for including tasks on this topic was as a means for comparing results on these
conscious off-line tasks with those of on-line priming tasks using the same stimuli.

Interpretation in Context: The importance of a supportive context for extracting word
meaning is widely acknowledged in reading comprehension studies in general and in the
case of unknown words in particular (Bolger, Balass, Landen & Perfetti, 2008; Chaffin,
Morris & Seely, 2001; Fukkink, Blok & De Glopper, 2001; Lockett & Shore, 2003; Prior,
2004; Prior & Bentin, 2008; Shore & Kempe, 1999). The relative contribution of context
as compared with word-internal features for successfully deriving word meaning remains
unresolved, however. In the present study, this task was designed specifically to address
this issue, by carefully controlling for both sentential and word-internal properties. To
meet this goal, the sentences in this task all (i) used unfamiliar/infrequent words (with
low F-scores); (ii) were constructed so as to provide clear syntactic cues to the lexical
category of nouns; (iii) gave only general pragmatic, scriptal orientation to possible
meanings; so (iv) providing very general semantic cues, without specifying further
suggestive details (Kittay, 1992; Nerlich & Clarke, 2000; Shore & Kempe, 1999).

The variable of concreteness was also taken into account in constructing this task,
since concrete and abstract words are known to differ in their semantic representation
(see Chapter I, section 2.2), with an effect on how they are interpreted in context as well
(Fukkink et al., 2001; Goetz et al, 2007; McDonald & Shillcock, 2001). Finally, in
typological perspective, the variable of root type was also controlled for, as in all other
tasks in the battery, so as to examine whether and how this factor figures when Hebrew
speakers encounter unfamiliar/infrequent words in context.

Free Association: Two words are said to be associated if the presentation of one brings
the second to the awareness of the perceiver (Deese, 1965; Tulving, 1972). This type of
association is most readily tested by free association tasks (De Groot, 1990), which
require participants to produce the first word that comes to mind on presentation of the
cue word (Nelson & McEvoy, 2000b; Nelson, McEvoy & Denis, 2000) (A clear and
detailed review of the history of associations and of recent studies incorporating
association tasks in psycholinguistic research is given by Prior, 2004). Association norms
typically serve as a valuable tool in psycholinguistic research (De Deyne & Storms,
2008a, 2008b; Deese, 1965; De Groot, 1989; Henik, Rubinstein, & Anaki, 2005; Prior,
2004; Nelson, McEvoy & Schreiber, 2004; Spence & Owens, 1990) as well as in
psychiatric assessment (Baskak, Tugba Ozel, Cem Atbasoglu & Baskak, 2008; Bleuler,
1911; Ceccherini-Nelli & Crow, 2003; Chen, Lam & Kan, 1996; Freud, 1900).
Associations to unfamiliar/infrequent words, an important constituent of the current
study, have, however, been explored in relatively few studies (Chaffin, 1997, Durso &
goal in the present study was not to establish norms in order to identify psychiatric
problems or to explore people’s subconscious, but rather to examine the association
themselves as a function of the study’s different independent variables -- root type,
familiarity/frequency, concreteness, and age -- in order to shed light on the mental
lexicon of Hebrew in a form-meaning perspective. As far as I know, the study by Henik
et al (2005) is the only one conducted in Hebrew which aimed at obtaining norms for 800
familiar/frequent Hebrew words, irrespective of type of root structure. These norms were
further analyzed by Prior (2004) as detailed in Chapter IV, Section 1.3.

Note, further, that the task of associations constructed for present purposes
constitutes by way of a “mirror image” of the relatedness tasks, which also involved
associations between words. The difference between the two tasks is that in the
relatedness tasks, the associations were provided to respondents in a closed set, while the
free associations task provided them with a more open-ended and less restricted design,
allowing for individual choices and hence variation in responses.

Two types of association tasks are described in the literature: single or discrete
associations (De Groot, 1989; Nelson, McEvoy & Schreiber, 2004), on the one hand, and
multiple or continuous associations, on the other (De Deyne & Storms, 2008b). Single
association tasks generally elicit one salient association, while the task of multiple
associations reflects various networks that may exist in the mental lexicon by allowing
participants to provide more than one association to the same word. Both types of
association tasks were included in the present battery of tests, on the assumption that this
would provide an optimally comprehensive view of both strong and weak association

**Sentential Use and Definition:** The fourth and last topic specified here concerns two
tasks in which participants were asked to construct responses of more than a single word,
so requiring them to refer to the input nouns syntactically as well as semantically and/or
morphologically.

The task of sentence construction is deeply entrenched in language curricula as a
common school-based vocabulary assignment (Myhill, 2008). In psycholinguistic terms,
production of a sentence containing or explaining a given word represents a high level of
lexical knowledge (Anglin, 1993; Durso & Shore, 1991; Seroussi, 2004). This task was
thus expected to reveal developmentally different levels of word knowledge, while
clearly demonstrating the effects of the word-internal independent variables. In terms of
the comprehension / production distinction, the sentence-construction task can be viewed
as a mirror image of interpretation-in-context. Both tasks involve a sentential context, but
in the present design, interpretation-in-context hones in on comprehension of
unfamiliar/infrequent words, while the sentence-construction task focuses on the ability
to produce sentences with relatively familiar/frequent items.

The last task in the battery, providing definitions, at the highest level of lexical
skill, involves three types of knowledge: semantic -- use of a superordinate term,
syntactic -- use of a relative clause, and structural -- avoiding repetition (Benelli et al,
2006). The most common and conventionally accepted form of definition is the
Aristotelian format: ‘An X is a Y that Z’, where ‘X’ is a given object or concept, ‘Y’
represents the super-ordinate category and Z is the information that allows the specific
object or concept to be identified. Definitions also correlate highly with metalinguistic
awareness and school achievements (Anglin, 1993; Benelli et al, 2006; Nippold, 1999;

In view of the relative difficulty of providing a definition and how much this
ability depends on fully-established knowledge of vocabulary, only familiar/frequent
nouns were selected for this task. The variable of concreteness was also taken into
account here, since it has been found to affect both the semantics and the syntax of definitions (Benelli et al., 2006; Goetz et al, 2007; Nippold, 1999; Nippold et al, 1999).

1.4. Construction and Administration of Tests

The original plan was to administer the full battery of tests in a single session (one class meeting for schoolchildren). Since initial piloting demonstrated that all seven tasks could not be completed in 30 to 40 minutes, however, two parallel tests (versions A and B) were constructed, balanced for level of difficulty of tasks and amount of time needed to complete them – with three different tasks in each of the two versions and the seventh task divided equally between the two versions.

The following decisions were adopted in designing both Versions A and B of the test battery:

1) **Number of task items** was adjusted to correspond to the degree of task difficulty – for example, the definition task included only 10 items, as against 60 items in the association task.

2) The 7 **tasks were each sub-divided** into two or three parts, with varied orders of presentation, to minimize the effects of boredom and perseveration in responses.

3) Only **one noun with a given root** was used in any one task and, as far as possible, nouns with the same root appeared only once in each version A and B, so as to avoid a root-priming effect.

4) The **labels** heading and the **instructions** preceding each task were minimal and deliberately neutral in wording so as to leave room for respondent interpretations of the participants, to meet the overall goal of exploring the mental lexicon of Hebrew speakers without guidance or prior directions that might bias them towards a preferred response.

5) As in the previous phase of the questionnaires, instructions to participants were written in conventional “plene” **Hebrew orthography** using *matres lectionis* but no diacritic vowel-pointing, as accepted in regular Hebrew reading materials (newspapers, encyclopedias, short stories, novels, etc.) (see Chapter I, Section 3.1).

6) Test items were rendered in fully **vocalized orthography** with normative diacritics – in the same way as they were represented in the questionnaires probing the independent variables of Phase II of the study.
7) The items in each task were presented in **randomized order**.

1.5. **Breakdown of Tasks**

This section describes each task in the battery according to the serial numbers they were assigned by presumed order of difficulty, starting from the two tasks of Relatedness between Words (No. 1 and 2), followed by the task of Interpretation in Context (No. 3), the tasks of Associations (No. 4 and 5), the Sentence Construction task (No. 6), concluding with the task of the Definitions (No. 7).

**Task (1): Degree of Relatedness – Multiple Choice (in Version B)**

The two tests relatedness tasks explored participants’ perception of the relatedness between sets of four nouns in relation to the three independent variables of type of root, F-score and age.

This task is a relatively easy multiple-choice task, where participants were required to select the one word out of four that they considered most closely related to the stimulus item. Graphically, the forty stimulus items were presented in bold in the middle of circle, surrounded by the four distractors, with the spatial arrangement of distractors randomized by type of distractor (as detailed below). Instructions in free translation were: “In the next section you will see some test items in bold, with four other related words arrayed around them. Choose and circle the word that in your opinion is mostly related to the test item.”

Selection of distractors was performed as follows: Four types of relations were represented by the distractors for each test item in these two tasks -- morphological, morphological plus semantic, semantic, phonological. These are illustrated here for the test noun *xovéret* ‘booklet’ from the triconsonantal root *ḥ-b-r*. (a) **Morphological** -- related by the same root but without a shared meaning -- e.g., *xaverut* ‘friendship’; (b) **Morphological plus Semantic** -- a shared root and a related meaning -- e.g., *maxbéret* ‘copybook’ – typically in a relationship of co-hyponomy, that is, a noun in the same category as the stimulus item; (c) **Semantic** – a different co-hyponym of the test item, related to it by meaning, but unrelated by root -- e.g., *pinkas* ‘notebook’; (d)
**Phonological** -- a noun that rhymes with the test item but is unrelated to it morphologically or semantically -- e.g., *gevéret* ‘Madam, lady’.  

The F-score data-base was searched for roots used in at least one noun with a high F-score (e.g. *xovéret* ‘booklet’) and one with a low F-Score (e.g., *maxbar* ‘connector, joint’) – both from the root *h-b-r*. Since the data-base had been *a priori* constructed out of “families” of nouns from the same root sub-divided by the semantic relations between them (see Phase I above), morphological and morpho-semantic distractors were already available. However, semantic and phonological distractors needed to be devised from scratch; this was done by team-work requiring unanimous agreement between at least three people, since perceptions of semantic and phonological degrees of relatedness and the nature of semantic relations tend to be quite individual, varying from one person to another. (For example, each member of the team tended to have rather different ideas about the “goodness” of rhymes). Eventually, a set of 60 test items were selected in this way -- 30 derived nouns with high F-scores (e.g., *xovéret*) and 30 from the same root with a low F-score (e.g., *maxbar*) -- 40 constructed of full roots and 20 from defective roots. Each of the 60 items was assigned four distractors, related to it in the four different relations (a) to (d). For example, for the low-F-score item *maxbar* ‘connector, joint’, the distractors were *maxbéret* ‘notebook’ (morphological), *hixabrut* ‘joining, connecting’ (morpho-semantic), *blita* ‘protrusion’ (semantic); and *axbar* ‘mouse’ (phonological). These 60 stimulus nouns were divided up between the two relatedness tests, one with 40 and the other with 20 items.

Predictions were that participants would use more morphological distractors for words with low F-score and that this tendency would interact with age, for example, that reliance on morphological distractors would decrease with age.

**Task (2): Degree of Relatedness – Ranking (in Version A)**

This task had identical independent variables and types of stimuli as in the Multiple-Choice task, but it was cognitively more demanding, because participants were required to rank the degree of relatedness of each distractor to the stimulus item, coming to a total

---

Note that conventions for what counts as rhymes in Hebrew differ quite considerably from canonically rhyming words in English. See, for example, Ravid & Hanauer (1998). Here, too, in the present context, native-speaking graduate students of linguistics had to agree on what words could be said to “rhyme” with the input items.
of 80 values to be assigned (20 items x 4 ranks each). Graphically, the four distractors were written below each stimulus item, with a short line next to each distractor -- again, randomized by type -- to be filled in by ranking of 1, 2, 3, and/or 4. Instructions were: “In the next section, you will see the test items in bold and four words, related to them in different types of relations, written below them. Rank how each word is related to the test item by the numbers 0-4, reflecting your opinion on how closely the word is related to the test item: 0 would signify no relation at all and 4 would signify a very strong relation. You may use the same number more than once.”

The process of selection of distractors and the predictions were the same as for the Multiple-Choice Relatedness task, with the additional prediction that Ranking would be more difficult, and that task difficulty would have an effect on the results.

Task (3): Interpretation in Context (in Versions A and B)
This task investigated participants’ ability to interpret and then provide an explanation for derived nouns with a low F-score, presented in a supportive context, taking into account the independent variables of: type of root, concreteness, and age.

This was the only one of the seven tasks in which test items were presented in the context of a sentence, rather than in isolation. Twenty unfamiliar / infrequent (i.e., low F-score) derived nouns served as stimuli, half concrete and half abstract. Each item was presented in a specially constructed sentence providing a relevant, but quite general semantic-pragmatic context for the test word, without specific details as clues to its meaning. For example, the unfamiliar noun tasmix, a novel coinage of the Academy of the Hebrew Language to translate the English word ‘association’ (cf. smixut ‘adjacency’ from the same root s-m-k) was presented in the following sentence: “The sounds of music that I could hear from far away evoked an association of a dark rainy evening.”

Participants were instructed as follows: “Following are sentences, each with a bolded word. What is the meaning of the word, in your opinion? Please write it down in the space below the sentence.”

The predictions for this task were that the supportive sentential context would affect participants’ responses so that they would rely less on morphologically structural cues and more on semantic-pragmatic contextual cues, and that this tendency would be age-sensitive, such that younger children would be less proficient in deriving contextual
cues than older counterparts. The concreteness / abstractness variable was also predicted to affect the responses, as detailed in the rationale for this task (Section 1.3).

Task (4): Free Associations - Single (in Version A)

The tasks of association are the only ones in the battery that included stimulus items taken both from the full F-score data-base (60 nouns) and from the subset of concreteness (30 nouns), yielding 90 derived nouns, that were divided between the two tasks of associations. The Single-Associations task of 60 derived nouns required participants to write down the first association that came to mind for them on encountering the input items. The independent variables employed in this task were type of root, F-Score, concreteness, and Age. Instructions to participants were as follows: “In the next section you will see a list of words, some of which are familiar and some unfamiliar. Please write down next to each test item the first word that comes into your mind. Try to give associations even for unfamiliar words.”

Predictions were that words with a low F-score would elicit more structural associations while words with a high F-score would get more semantic-pragmatic associations, and that this trend would interact with age, given that the mental lexicon of young speaker-writers is more febrile and less well-established than that of older students and adults.

Task (5): Free Associations - Multiple (in version B)

Thirty derived nouns were used in this task, with independent variables the same as those of the Single Associations Task. Instructions for participants were: “In the next section you will see a list of words, some of which are familiar and some unfamiliar. Please write down next to each test item all the words that in your opinion are connected to it.”

Predictions were also the same as for the Single-Associations task, plus the prediction that this task would yield more associations to words with a high F-score than with a low F-score, and that number of associations would increase as a function of Age.

Task (6): Sentence construction (in version A)

This task, which included 20 items, aimed at ascertaining how well respondents are able to explain derived nouns by using them in appropriate sentential contexts, taking into account the independent variables of type of root, F-score, concreteness, and age. Instructions were as follows: “In the next section you will see a list of words, some of
which are more familiar and others less familiar. Please write a sentence using each word in the list.”

Since this task was the only one in the battery based on a similar task from a former study of the author (Seroussi, 2004) and on relevant finding from discourse analyses (Ravid & Berman, 2010; Ravid & Chana-Amitay, 2005), predictions were more detailed and elaborated as follows. The first prediction was that respondents would show an increase with age in the overall understanding of the input nouns and that this tendency would interact with the word-internal independent variables. The second prediction was that there would be an impact of the independent variables of familiarity/frequency, concreteness and root transparency as follows. It was predicted that (1) the variable of root transparency would affect the results by providing morphological clues to unfamiliar/infrequent words; (2) the F-score would have an effect such that relatively unfamiliar/infrequent nouns would elicit fewer sentences overall, the sentences using them would be more general and less specific in content, and either grammatically more incorrect or semantically inappropriate; and (3) the variable of concreteness would affect the syntactic position of the stimulus items, such that concrete nouns would be used more in post-verbal and abstract more in pre-verbal syntactic positions.

Task (7): Definitions (in version B)
The aim of this task was to probe the highest, most meta-linguistic level of lexical knowledge by means of a an Aristotelian definition, a task that requires both syntactic well-formedness and extensive semantic knowledge, in relation to the independent variables of type of root, concreteness and age. Instructions were: “You are requested to write a definition for each of the following words. Please try to explain exactly what each word means, as is done in a dictionary.”

Predictions were that concrete nouns would be easier to define than abstract nouns, so that definitions given to concrete nouns would be better-structured and would observe the Aristotelian stipulated form of conventional definitions. It was also predicted that more, and better, definitions would be provided with age.
1.6. Summary Tables

In sum, a battery of 7 tasks was designed, consisting of a total of 200 items in two corresponding versions (110 items in Version A, 90 in B), as detailed in Appendix 3. The test items were selected from three sources: (1) The Familiarity/Frequency data-base of 2,400 derived nouns, (2) The Concrteness subset of 370 derived nouns; and (3) an additional 20 unfamiliar/infrequent derived nouns selected especially for Task (3) Interpretation-in-Context. The tests were administered to 250 participants in three age-groups (6th Grade, 10th Grade, Adults). The breakdown of the test battery is presented in Tables 2 and 3 below, the first summarizing the entire battery and the second detailing the distribution of items in each task.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Type of Task</th>
<th>Version</th>
<th>No. of Items</th>
<th>Independent Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree of Relatedness</td>
<td>(1) Multiple choice</td>
<td>B</td>
<td>40</td>
<td>Root</td>
</tr>
<tr>
<td></td>
<td>(2) Ranking</td>
<td>A</td>
<td>20</td>
<td>Familiarity/Frequency</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Age</td>
</tr>
<tr>
<td>Interpretation in Context</td>
<td>(3) Interpretation in Context</td>
<td>A B</td>
<td>20</td>
<td>Root</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Concreteness</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Age</td>
</tr>
<tr>
<td>Free Association</td>
<td>(4) Single</td>
<td>A</td>
<td>60</td>
<td>Root</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Familiarity/Frequency</td>
</tr>
<tr>
<td></td>
<td>(5) Multiple</td>
<td>B</td>
<td>30</td>
<td>Concreteness</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Age</td>
</tr>
<tr>
<td>Explaining and Defining</td>
<td>(6) Sentence Construction</td>
<td>A</td>
<td>20</td>
<td>Root</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Familiarity/Frequency</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Concreteness</td>
</tr>
<tr>
<td></td>
<td>(7) Definition</td>
<td>B</td>
<td>10</td>
<td>Root</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Concreteness</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Age</td>
</tr>
</tbody>
</table>

Table 2: Breakdown of Seven Tasks in the Test Battery by Topic, Type and Version of Task, Number of Items and Independent Variables
Table 3 represents the breakdown of 200 items on the full battery of 7 tasks in versions A and B, specifying the number of test items representing each combination of within-word independent variables, labeled as followed: High-F=Familiar/Frequent; Low-F=Unfamiliar/Infrequent; Full=Full Roo; Def=Defective Root; Con=Concrete; Abs=Abstract.

<table>
<thead>
<tr>
<th>Items Test and version</th>
<th>Familiarity/Frequency</th>
<th>Concreteness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full High-F</td>
<td>Full Low-F</td>
</tr>
<tr>
<td>(1) B</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>(2) A</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>(3) AB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4) A</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>(5) B</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>(6) A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(7) B</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Breakdown of Items on Two Versions of the Seven Tasks by Independent Variables [N=200 items]

The procedures for administering the full set of 7 tasks as summarized in Tables 2 and 3 are detailed in the next section.

1.7. Piloting and Data-Collection

It was necessary to recruit at least 30 respondents for each of the two versions (A and B) of the test battery in order to ensure statistically reliable and valid calculations of results. This decision also suited the nature of a group-test administered in writing to two groups of school students, since Israeli grade- and high- schools typically average classes of around 40 students each, some of whom might not have qualified as participants in the
study since they did not meet its criteria of having no language or learning disabilities
(see Section 1.2), they failed to complete the test, or were not at school when the test was
administered.

The two final versions of the tests, A and B, were developed following extensive
piloting and numerous “dry-runs” in smaller groups as well as in classroom settings. Both
versions were originally designed to take around one half-hour to complete, hence doable
in the space of a single school-class session of 40 to 45 minutes. This assessment of test-
duration turned out to fit the 10th graders and adults, but not the younger group of 11- to
12-year-old 6th grade students – evidently due to the impact of the high proportion of
unfamiliar/ infrequent words on the test on children with relatively smaller lexical
repertoires, and lack of experience in dealing with such items. To counter the likelihood
that a large proportion of the children in the youngest age-group might not succeed in
completing the full battery in either Version A or B, it was decided to divide each of the
two complete versions of the test into two balanced shorter versions (Aa and Ab, Bc and
Bd respectively), each containing half of the stimuli of the original version, for
administration to children in 6th-grade. This meant that the number of participants in the
youngest age-group had to be doubled so as to ensure that all three groups responded to
the same number of items in total: 30 adults, 30 10th-graders, and 30 + 30 6th-graders.

Ministry of Education stipulations required that the tests be administered
anonymously, which meant we were unable to a priori identify students with learning
difficulties or who were non-native speakers of Hebrew. Accordingly, a short personal
questionnaire was added before each test battery, with participants required to provide
details such as date of birth, sex, first language. [See the complete test forms in
Appendices 1 and 2]. Another short questionnaire was added at the end of the tests,
asking participants to respond to a few questions regarding their school achievements,
particularly in Hebrew studies, English, and math, as subjects that might be related to the
topic of the present study, as a means of screening out students with language-learning
difficulties.

The study was dependent on official permission from the Chief Scientist, the
Israel Ministry of Education, for administering the tests in grade- and high-schools. Once
official authorization was obtained, schools needed to be located that met the criterion of
being well-established, attended by students of mid to high socioeconomic status, whose teachers and principals would cooperate with us in administering the tests. Eventually, three grade-schools and one high school in the greater Tel Aviv area participated in the study, while the adult population of undergraduate and graduate-level university students (with 13.9 years of schooling on average) were recruited on a voluntary basis. Table 4 shows the breakdown of the test population into three age-groups by number of completed test forms, total number of respondents, and the age-range and mean age of respondents in each group.

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Completed Forms for Each Version</th>
<th>Total No. of Respondents</th>
<th>Age Range</th>
<th>Mean Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sixth Grade</td>
<td>Ga = 35, Gb = 29, Gc = 31, Gd = 31</td>
<td>126</td>
<td>11:00-12:00</td>
<td>11.42</td>
</tr>
<tr>
<td>Tenth Grade</td>
<td>Ha = 30, Hb = 30</td>
<td>60</td>
<td>15:00-16:00</td>
<td>15.25</td>
</tr>
<tr>
<td>Adults</td>
<td>Aa = 31, Ab = 33</td>
<td>64</td>
<td>21:00-30:00</td>
<td>24.48</td>
</tr>
</tbody>
</table>

Table 4: Distribution of Three Age Groups on Test-Battery by Age-Schooling level and by Mean Age [N=250 respondents]

Students from five grade-school classes in three different schools and from two classes of a single high school participated in the experiments. Tests were administered by the author of this study in the course of a single lesson-hour, who distributed the two or four versions of the battery to all students present in class that day, answered questions if there were any, and collected the completed questionnaires at the end of the hour. The time needed to complete the tests and the two short questionnaires that preceded and followed them took between 30 to 50 minutes. The bulk of the students were able to complete the full set of tests in the time-frame of a single lesson, and ones who needed extra time were allowed to do so after the lesson ended, in a quiet room nearby, so as not to disturb the class.
As noted earlier, the adult participants were selected on a voluntary basis, most of them currently enrolled as graduate or undergraduate students at Tel Aviv University, at other universities or in Colleges of Education. Tests were administered to students in small groups or in class, with each being paid 25 NIS (equivalent to around $6 or $7) for their participation, and they, too, typically managed to complete the test in 30 to 40 minutes. The investigator asked adult volunteers who had been diagnosed in the past as having language-learning difficulties not to participate in the study.

1.8. Data Entry and Coding

A special program was devised in the framework of this study to establish a computerized data-base, as a basis for coding and analysis of the entire set of responses to all items on the different tasks on the different versions of the test battery as administered by the procedures described above. The following materials were disqualified for purposes of analysis in the study: Cases where (a) respondents stated that they were not native speakers of Hebrew (in response to the pre-test questionnaire); (b) respondents explicitly declared that they had difficulties in their school studies (in response to the post-test queries); (c) over 10% of the test items were left blank; and (d) a high proportion of responses seemed a priori unreasonable, for example, where all the relations to all the nouns on a multiple-choice task were consistently ranked by the numbers 1-2-3-4, irrespective of the stimulus items. The research assistants who entered material on the computerized data-base were instructed to enter all responses and all data in exactly the form given by the participants, without any changes or corrections.

Once a sufficient body of data had been entered on computer, coding categories were established for each item on each task in all 7 tasks in the battery. This was done in concert, by a team of five, including the investigator, the supervisor of her study (Ruth Berman), and three graduate-level linguistics majors employed as research assistants on the project for this study. Coding categories for each open-ended task were established post hoc, as listed in the relevant section of the next chapter. (Responses to the multiple-choice and ranking tasks were scored by a pre-established set of four categories -- Morphological, Morphological + Semantic, Semantic, Phonological -- as described in...
Section 1.5 above). The following procedures were adopted in deciding on how responses to each of the other five tasks would be classified.

First, responses on the spread-sheet for each task were examined separately, without any identifying details of the respondents such as age or sex. Following intensive and lengthy brain-storming sessions, coding categories for each task were agreed on by the entire team. Next, the full set of responses on each task was allocated to two research assistants for coding, supervised by the senior investigator (the author of this study). Queries and problems that arose at this stage of the process were discussed by the entire team in another series of meetings and coding categories were modified accordingly. The codes were deliberately neutral with respect to “quality” of response; that is, the categories were not classified hierarchically from best to poorest. The only exception was in the definitions task, as a task for which levels of adequacy have already been established by considerable prior research (Benelli et al., 2006). The number of response categories differed for each task, depending on the nature of the task, ranging from 3 to 5 major categories, each subdivided into several subcategories. The breakdown of categories of coding and analysis are detailed prior to presentation of findings (see Chapter III).

2. Pilot Priming Experiments
One of the goals of the study was to compare the mental lexicon of Hebrew speaker-writers as reflected in off-line and on-line experiments respectively (see Chapter I, Section 5). A varied array of priming tests were conducted towards the end of this multi-phased doctoral study in a complex experimental design. The eventual number of 130 participants who participated in these priming experiments did not, however, suffice to ensure statistical validity of the analyses when taking into account all its different variables, so that many of the results of the priming experiments reported below are best regarded as an extended pilot study, and the basis for further research.

For on-line testing, two priming experiments were designed, using the same stimuli as in the two tasks testing relatedness between words (Section 1.5) with slight changes as specified below. The background rationale of the priming tests (Section 2.1) is
followed by a description of piloting prior to establishing the final research design (2.2) and details of the research experiments, including stimuli, apparatus, population, and procedures (Section 2.3).

2.1. Background to Priming Study
The rationale of these experiments as a tool for shedding light on another, subliminal facet, of the Hebrew mental lexicon, is detailed in the introduction (Chapter I, Section 5). The priming technique employed in these tests was that of the Masked Priming paradigm (Forster & Davis, 1984), as adapted to Hebrew by Frost et al (1997). This research paradigm was selected since it allows direct access to the automatic and unconscious level of structural sensitivity in the mental lexicon, thus complementing the more conscious level of processing reflected by the written relatedness tasks.

One accepted way of applying this paradigm is by means of a lexical-decision task, in which participants are required – as rapidly as possible – to identify classify each Target item presented on the computer screen either as a word or not as a word in their language. The target is primed by a forward-pattern mask presented before the prime for a very brief space of time, though usually inaccessible to report by participants, influences the speed of lexical decision in cases where it is related by form to the target item. A number of non-words equal to the number of target items are inserted, serving the role of fillers and aiding participants in carrying out the lexical-decision task. Robust priming effects have been reported for primes that are identical to the target, termed “Identity Priming”, and also for primes that differ from the target in only a single letter, termed “Form priming” (Forster, 1987). The time duration of the Prime, termed “Stimulus Onset Asynchrony” (henceforth SOA), has differential effects on the results in this paradigm. At a short SOA, the technique is highly sensitive to overlap at the level of form rather than meaning (Forster, Davis, Schoknecht, & Carter, 1987; Forster & Taft, 1994). However, longer SOA’s allow more conscious awareness of meaning relations than is manifested at shorter intervals (Bueno & Frenck-Mestre, 2008).

As noted, Frost et al (1997) adapted the Masked Priming paradigm to Hebrew, on the assumption that Hebrew morphology, most particularly the consonantal root, would be sensitive to “form priming”. In a series of experiments, Frost and his associates
revealed a morphological priming effect, especially by means of root priming in Hebrew nouns, irrespective of the semantic proximity between prime and target (see Frost et al, 2000, for a review). That is, a target noun such as *avka* ‘powder’ could be primed either by an item that is both semantically plus morphologically related, such as *avak* ‘dust’, or by one that relates only morphologically to the target, sharing the same root but not the same meaning, such as *ma’avak* ‘struggle’ (with the three nouns *avka, avak, ma’avak* based on the same consonantal root elements `-b-q`). The research reported on here is largely along the lines of Frost et al, with certain changes, as detailed below.

First, half of the targets items were nouns that had been independently rated as unfamiliar/unfrequent (that is, as having a low F score). Research in English has documented an interaction between familiarity/frequency and priming, with a stronger effect found for Low-F words (Forster & Davis, 1984; Rajaram & Neely, 1992). The current study is the first, to the best of my knowledge, that includes the variable of familiarity/frequency in a priming experiment in Hebrew. Second, two separate priming experiments were designed, one with a shorter SOA (50 ms) and one with a longer SOA (100ms), in order to pinpoint the dynamic facet of form-meaning interfacing as a function of time. The prediction was that morphology would exert a greater effect in the short-time condition, while the longer time-interval would be more sensitive to semantic relations, which take slightly longer to be consciously activated or accessed than morphological relations (Feldman et al, 2004; Feldman & Prostko, 2002; Feldman & Raveh, 2003; Neely, 1991; Raveh, 2002). Third, different software was employed than in the Frost et al studies, and statistical procedures were somewhat adapted to suit the needs of the present study.

Predictions of the priming experiments were that (1) for familiar/frequent words, there would be morphological priming in the short SOA and semantic priming in the long SOA, (2) there would be no consistent priming effect for the unfamiliar/infrequent words, since they lack a well-established lexical status, and (3) there would be a differential effect of the type of root, such that targets derived from full roots would show a greater effect of priming than targets derived from defective roots.
2.2. Initial Piloting and Design of Research

The stimuli selected for these experiments were much the same as the input nouns in the two tasks of relatedness between nouns. For example, the input item (e.g. avka ‘powder’) served as a target, while three of the four distractors served as primes on this test, for example: avak ‘dust’ for a morpho-semantic relation, ma’avak ‘struggle’ for a purely morphological (structural) relation, and púdra ‘powder’ for a semantic (conceptual) relation. The fourth distractor from the relatedness task – based on phonology (e.g. erka ‘kit’) -- was replaced by an unrelated prime (e.g., mazlef ‘watering can’ that has no apparent connection to the target item). This unrelated prime served as a basis for measuring the priming effect, by reducing the Reaction Time of the unrelated Prime compared with the related Prime.

The final design of the experiments was decided on after extensive piloting, which turned out to be protracted and challenging, fraught with unexpected difficulties and snags. After pilot studies conducted with some 20 participants, the following decisions were taken.

1) The short SOA would be 50 ms and the long one 100 ms. In longer SOA’s, the prime was totally overt and caused interference.
2) The same mask, the same relative difference in font size between target and prime items, and the same sequence of experimental steps were adopted -- as in the study conducted by Frost et al (1997).

The first round of piloting yielded no priming effects, accounted for by two possible lines of explanation, and leading to the following decisions:

3) Lack of priming effect could have been due to difficulty of Hebrew speakers when encountering (normative) diacritic vowel marking (see Chapter I, Section 3.1 and Section 3.2 of the discussion, Chapter IV). Unlike the studies of Frost and his associates, the stimuli in all phases of the current research were presented with full diacritic marking of vowels, which were found to be largely ignored and quite often misinterpreted by participants, especially in the case of unfamiliar/unfrequent items. We assumed that the diacritic marks might interfere with the priming process because of the extra visual load they entail, hence possibly distracting participants’ attention. Accordingly, it was decided to remove full, normative diacritic marks, leaving only those essential for an
unambiguously correct reading of the stimuli items – both targets and primes (see Appendix No. 4 for a detailed list of the stimuli).

4) Another possible explanation for the lack of priming effect in the first round related to psychological factors. In a study composed of familiar/frequent items, there is an equal division of “yes” and “no” responses. Not so in the present study, which included unfamiliar/infrequent words that could have biased participants towards pressing the “no” button far more than “yes”. The excessive reliance on “no” responses might have affected participants’ judgments negatively, indirectly related to the lack of priming. Accordingly, it was decided to insert an additional 36 High-F words into the design so as to encourage more “yes” responses. Four random “primes” were assigned to each of these dummy filler words as well, so that they appeared to be an integral part of the experiment.

2.3. Apparatus and Procedures

After numerous prior attempts undertaken in a general research site at Tel Aviv University, the final set of priming experiments were conducted at the specially designed laboratory in Haifa University under the supervision of Bracha Nir, a faculty member of the Department of Communication Disorders. A doctoral student employed by the Haifa University Institute of Information Processing, where such experiments are routine, and skilled in the E-Prime priming software and in the SPSS statistical software, was hired to program and analyze the experiments, and a research assistant at Haifa University was hired to recruit participants and to conduct the experiments.

The experimental stimuli included 72 real-word Targets and 72 non-word Targets. Half (36) of the Targets were of High-F and the other half of Low-F values. Half the Target items were derived from full roots and half from defective roots. The length of the Targets ranged from 3 to 6 letters, with a mean length of 4.65. The non-words were constructed in the same morphological patterns as the real words but with non-existing roots, and matched in initial letter and in length in letters to their corresponding word Targets. In addition, 36 “pseudo-targets” (familiar/frequent “dummy” nouns) were inserted among the test stimuli. Each Target had four possible Primes. For the target word *avka* ‘powder’, for example, the four Primes were: a) *avak* ‘dust’ -- morphologically plus semantically related, b) *ma’avak* ‘struggle’ -- morphologically related, c) *púdra* ‘powder’
-- semantically related, and d) mazlef ‘watering can’ -- in the unrelated condition (see Appendix 4 for the complete list of stimuli in the priming experiments).

The prime selection for each target was balanced by participant identity, so that all possible Prime-Target combinations were used in a group of 4 participants numbered consecutively. This design ensured that each participant would encounter an equal number of the four possible primes ordered randomly, combined with two possible targets (High- and Low-F), so yielding 8 possible combinations of prime and target.

Recall that the stimuli for this test were largely based on the stimuli for the relatedness tasks, constructed of pairs of nouns from the same root, one of High familiarity/frequency and one of low familiarity/frequency. This situation, of pairs of nouns of the same root in the same experimental list, was liable to cause undesirable Repetition Priming, that is, priming caused by the same root being repeated in a given list of items (Bentin & Feldman, 1990). To avoid this noise, the list was divided into two blocs, with the pairs of nouns divided between them, such that one noun of a given root would be in one bloc and the other in the second bloc. As an extra precaution against Repetition Priming, liable to interfere with the Masked Priming of these experiments, a time interval of 30 seconds was designed between the blocs.

The participants were 130 university students (75 women and 55 men), aged 20 to 52 (mean age = 25 years), all native Hebrew speakers with normal or corrected-to-normal vision. Participants were randomly assigned to one of two experiments, one with a short SOA (50 ms) and one with a long SOA (100 ms). Each such group consisted of 65 subjects, with data from five participants removed from the final analyses due to an error rate higher than 20%.

The apparatus used for the priming experiment was a computer program using PST’s E-Prime software version 1.2 on a PC. Stimuli were displayed on a 17-inch CRT monitor with a 60 Hz refresh rate. Responses were collected by means of a PST’s serial response box. Font size was 24 pt. David (Hebrew) for the Target items and 20 pt. David for the Primes.

The experimental steps were as follows: Each trial began with a mask consisting of 7 white double-bar (#) characters shown at the center of the screen on a black background for 500 milliseconds. The mask was then replaced by a Prime word,
presented in italics, displayed for a preset interval of 50 or 100 ms, depending on the priming-duration condition. After presentation of the Prime, a dark screen appeared for a 33 millisecond ISI. And, finally, the Target word was displayed at the center of the screen until the participant pressed the key.

The procedure was as follows: Upon arrival, participants were seated in front of a computer monitor and a response box, and each was assigned to a prime duration of either 50 or 100 milliseconds. Participants were then shown an instruction screen and instructed by the experimenter to pay constant attention to the center of the screen and to respond as quickly and accurately as possible to the target word by pressing one key if they considered the target to be a word and another if they considered it to be a non-word. The session began with 20 practice trials, followed by the experimental stimuli divided into two blocs with a fixed break between them. After the experimental session, usually lasting 10 to 15 minutes, participants were paid and dismissed.
CHAPTER III -- RESULTS AND ANALYSES

This chapter first presents and analyses results on the seven tasks on the battery, based on the motivations and procedures detailed in Chapter II (Part B, Section 1.6), summed up in there in Table 2. Taken together, these tasks yielded over 18,000 responses to the 200 test items, given by at least 30 respondents in each of three age-groups. Results of each of the tasks are presented below as numbered in the following order: Relatedness –Multiple Choice (1) and Ranking (2); Interpretation in Context (3); Free Associations -- Single (4) and Multiple (5); Sentence Construction (6) and Definitions (7). The chapter concludes with findings of the Priming experiments (8). Results for each task are presented in three sub-sections: Coding Categories, Findings, Interim Summary and Discussion.

With respect to coding categories, recall that coding decisions for all tasks were based on intensive group discussion and all codings for open-ended tasks were conducted on the same spreadsheet by at least two investigators working in conjunction. Spelling errors were disregarded in analyzing responses.

The description of findings for each task starts with an overall distribution of the responses in the form of a pie-chart, followed by breakdowns of responses in the form of histograms by the independent variables of Root, Familiarity/Frequency, Concreteness, and Age -- in that order. Interactions between Age and the other independent variables are detailed in tables.

The bulk of statistical analyses employed in the study were Chi-square tests, since both dependent and independent variables were nominal. Parametric tests were conducted in cases where the independent variables could be specified as consecutive on a hierarchical numerical scale. Where significant effects emerged, further tests were performed to identify sources of interactions.

1. Degree of Relatedness -- Multiple Choice

This task required respondents to choose the one noun out of four most closely related, in their opinion, to the input item, as explained in Chapter II (Part B, Section 1.3). This task had 40 items, selected from the Familiarity/Frequency database, half with High-F and half with Low-F scores, 24 from Full Roots and the other 16 with Defective Roots. The
two tasks of Relatedness were the only ones in the entire test battery for which coding categories were specified in advance, by four types of responses: Morphological, Morpho-semantic, Semantic, Phonological. The summary and interim discussion of both tasks of Degree of Relatedness are provided together (in Section 2.2), following a breakdown of results on each of the two tasks separately.

1.1. Findings

Figure 1 shows the overall distribution of over three thousand responses [N=3,547] to 40 nouns on the Degree of Relatedness Multiple Choice task, by four different response categories.

![Figure 1: Overall Distribution of Degree of Relatedness -- Multiple Choice, by Four Types of Responses [N= 3,547]](image)

A chi-square test for independent samples revealed significant effects for Type of Response ($\chi^2(6, N= 3,547)= 109.714, p<.001$) as follows: The Semantic choice was the favored response type nearly half the time (46.3%), followed by the Morpho-semantic distractor (39.8%). A Morphological distractor was chosen in less than 10% of the cases (8.1%) and the Phonological even less (5.8%).

All of the independent variables -- Root Transparency, Familiarity/Frequency, and Age -- had significant effects on the results on this task, described in Figures 2, 3, and 4 below, with response-types throughout labeled as follows: Mor=Morphological; MorSem=Morpho-semantic; Sem=Semantic; Phon=Phonological.
Figure 2: Effects of Root Transparency on Degree of Relatedness, Multiple Choice

A chi-square test for independent samples revealed significant effects for Root Transparency ($\chi^2(3, N=3,547)=97.388, p<.001$) as follows: More Semantic and Morpho-semantic distractors were selected for nouns derived from Full Roots while more Morphological and Phonological distractors were selected in response to nouns derived from Defective Roots.

Figure 3: Effects of Familiarity/Frequency on Degree of Relatedness --Multiple Choice

A chi-square test for independent samples revealed significant affects for Familiarity/Frequency ($\chi^2(3, N=3,547)=174.298, p<.001$) as follows: More Semantic distractors were selected for High-F nouns while more Morphological, Morpho-semantic and Phonological were selected for Low-F nouns.
A chi-square test for independent samples revealed significant effects for Age ($\chi^2(6, N= 3,547)= 109.714, p<.001$) as follows: There was a gradual increase in the preference for the Semantic distractor with Age and a concomitant gradual decrease in the preference for the Morphological distractor with Age.

As for interactions between the independent variables, chi-square tests revealed interactions between all the three independent variables of Root, Familiarity/ Frequency and Age, as shown in tables 5, 6, and 7 -- with response-types again labeled as follows: Mor=Morphological; MorSem=Morpho-semantic; Sem=Semantic; Phon=Phonological.

Table 5 shows the interaction in percentage of responses between Age and Root Transparency (Full Roots, $\chi^2(6, N= 3,547)= 95.922, p<.001$, Defective Roots, $\chi^2(6, N= 3,547)= 34.944, p<.001$).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>Full Roots</th>
<th>Defective Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mor</td>
<td>MorSem</td>
</tr>
<tr>
<td>6th Grade</td>
<td>11.1</td>
<td>44.7</td>
</tr>
<tr>
<td>10th Grade</td>
<td>3.7</td>
<td>44.9</td>
</tr>
<tr>
<td>Adults</td>
<td>1.8</td>
<td>39.6</td>
</tr>
</tbody>
</table>

Table 5: Interaction Root Type X Age, Degree of Relatedness -- Multiple Choice

Table 5 shows that Full Roots reveal an Age-related gradual increase in Semantic distractors and a concomitant gradual decrease in Morphological distractors. Defective Roots, in contrast, reveal the following patterns: (1) there is a more moderate Age-related decrease in Morphological responses, (2) the proportion of Morphological distractors is
higher in absolute numbers than those of Full Roots, and (3) there is a less marked
increase in proportion of Semantic distractors, mainly between 10th Graders and Adults.

Table 6 shows the interaction in percentage of responses between
Familiarity/Frequency and Root (High-F, $\chi^2(6, N= 3,547)= 97.243$, p<.001, Low-F, $\chi^2(6,$
$N= 3,547)= 49.128$, p<.001).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>High-F</th>
<th>Low-F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mor</td>
<td>MorSem</td>
</tr>
<tr>
<td>Full</td>
<td>1.9</td>
<td>43</td>
</tr>
<tr>
<td>Defective</td>
<td>6</td>
<td>26.8</td>
</tr>
</tbody>
</table>

Table 6: Interaction Familiarity/Frequency X Root Type, Degree of Relatedness

Table 6 shows that High-F nouns yielded a marked difference in preference for
Morpho-semantic distractors to words derived from Full Roots as against Defective Roots
and more Phonological distractors for words derived from Defective Roots; Low-F nouns
revealed a marked difference between Full and Defective Roots mainly in the proportion
of Semantic distractors and in greater use of Morphological distractors in response to
nouns derived from Defective Roots.

Table 7 shows the interaction in percentage of responses between
Familiarity/Frequency and Age (High-F, $\chi^2(6, N= 3,547)= 23.083$ p<.001, Low-F, $= \chi^2(6,$
$N= 3,547)= 100.306$, p<.001).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>High-F</th>
<th>Low-F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mor</td>
<td>MorSem</td>
</tr>
<tr>
<td>6th Grade</td>
<td>5.9</td>
<td>37.4</td>
</tr>
<tr>
<td>10th Grade</td>
<td>3.2</td>
<td>38.5</td>
</tr>
<tr>
<td>Adults</td>
<td>1.5</td>
<td>33.7</td>
</tr>
</tbody>
</table>

Table 7: Interaction Familiarity/Frequency X Age, Degree of Relatedness Multiple
Choice
Table 7 shows that for High-F nouns, the two preferred distractors were the Morpho-semantic and Semantic, with a gradual increase in the latter with Age; for Low-F nouns, the selection of distractors was more scattered, with a gradual increase in Semantic preferences and a sharp decrease in choice of Morphological distractors with Age.

2. Degree of Relatedness -- Ranking

This task required respondents to rank the noun distractors by their proximity to the input item, as explained in Chapter II (Part B, Section 1.3). The task had 20 items, selected from the Familiarity/Frequency database, half with High-F and half with Low-F scores, twelve derived from Full Roots and the other eight derived from Defective Roots. Coding categories were the same as for the Degree of Relatedness Multiple-Choice task presented in the preceding section.

2.1. Findings

Figure 5 shows the mean ranking obtained for over seven thousand responses [N=7,046] to 40 nouns on Degree of Relatedness – Ranking, by four different response categories.

A repeated-measures ANOVA with age as a between-subject factor revealed main effects of Type of Response, of Familiarity/Frequency and a marginal effects of Root as follows.

A main effect of Type of Response (F(3, 345) = 124.489, p<.001) appeared, as detailed in Figure 5 with response-types labeled as follows: Mor=Morphological; MorSem= Morpho-semantic; Sem= Semantic; Phon=Phonological.
Morphological distractors scored the highest (M=2.785, SD=0.057), followed by Morpho-semantic distractors (M=2.298, SD=0.067), Semantic distractors (M=1.772, SD=0.092), while the Phonological distractors were ranked lowest (M=0.595, SD=0.103). A post-hoc test revealed significant differences between all the four types of responses.

A main effect of Familiarity/Frequency (F(1, 115) = 30.492, p<.001) was also found. High-F nouns received significantly higher scores (M=1.949, SD=0.037) than Low-F nouns (M=1.775, SD=0.043). A marginal main effect Root (F(1, 115) = 3.540, p=.062) was also revealed so that input items derived from Full Roots received higher scores (M=1.892, SD=0.040) than input items derived from Defective Roots (M=1.833, SD=0.040).

Pairwise interactions were found between (1) Familiarity/Frequency X Type of Response (F(3, 345)= 4.158, p<.01), (2) Age X Familiarity/Frequency and (F(2, 115)= 4.515, p<.05) and (3) Age X Type of Response (F(6, 345)= 2.252, p<.05). The effects are detailed in Tables 8 to 13 with the response-types again labeled as follows:

<table>
<thead>
<tr>
<th>Mor</th>
<th>MorSem</th>
<th>Sem</th>
<th>Phon</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>2.5</td>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>2.5</td>
<td>2.0</td>
<td>1.5</td>
<td>1.0</td>
</tr>
<tr>
<td>2.0</td>
<td>1.5</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>1.5</td>
<td>1.0</td>
<td>0.5</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 8 describes the interaction between Familiarity/Frequency X Type of Response.
Table 8: Effects of Familiarity/Frequency on Mean Ranking of Degree of Relatedness, Means and Standard Deviations

Post-hoc tests revealed the sources of the differences Types of Response, detailed in Table 9.

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>Mor</th>
<th>MorSem</th>
<th>Sem</th>
<th>Phon</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-F</td>
<td>2.937 (0.066)</td>
<td>2.341 (0.074)</td>
<td>1.916 (0.104)</td>
<td>0.603 (0.107)</td>
</tr>
<tr>
<td>Low-F</td>
<td>2.632 (0.067)</td>
<td>2.254 (0.072)</td>
<td>1.627 (0.098)</td>
<td>0.587 (0.108)</td>
</tr>
</tbody>
</table>

Table 9: Familiarity/Frequency X Type of Response, Sources of Interaction, Degree of Relatedness – Ranking

Table 10 describes the interaction Age X Familiarity/Frequency.

<table>
<thead>
<tr>
<th>Familiarity/Frequency</th>
<th>High-F</th>
<th>Low-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>6th Grade</td>
<td>1.915 (0.050)</td>
<td>1.860 (0.059)</td>
</tr>
<tr>
<td>10th Grade</td>
<td>1.934 (0.069)</td>
<td>1.71 (0.082)</td>
</tr>
<tr>
<td>Adults</td>
<td>1.999 (0.069)</td>
<td>1.747 (0.082)</td>
</tr>
</tbody>
</table>

Table 10: Effects of Age X Familiarity/Frequency on Age, Degree of Relatedness, Means and Standard Deviations

Post-hoc tests revealed the sources of interactions as detailed in Table 11.

<table>
<thead>
<tr>
<th>Age Group</th>
<th>Significant differences High-F – Low-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>6th Grade</td>
<td>No</td>
</tr>
<tr>
<td>10th Grade</td>
<td>Yes</td>
</tr>
<tr>
<td>Adults</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 11: Age X Familiarity/Frequency, Sources of Interaction, Degree of Relatedness -- Ranking

Table 12 describes the interaction Age X Type of Response.
<table>
<thead>
<tr>
<th>Type of Response</th>
<th>Mor</th>
<th>MorSem</th>
<th>Sem</th>
<th>Phon</th>
</tr>
</thead>
<tbody>
<tr>
<td>6th Grade</td>
<td>2.807 (0.077)</td>
<td>2.287 (0.091)</td>
<td>1.721 (0.125)</td>
<td>0.733 (0.141)</td>
</tr>
<tr>
<td>10th Grade</td>
<td>2.528 (0.108)</td>
<td>2.178 (0.126)</td>
<td>2.073 (0.174)</td>
<td>0.526 (0.195)</td>
</tr>
<tr>
<td>Adults</td>
<td>3.020 (0.108)</td>
<td>2.427 (0.126)</td>
<td>1.521 (0.174)</td>
<td>0.525 (0.195)</td>
</tr>
</tbody>
</table>

Table 12: Effects of Age X Type of Response on Mean Ranking of Degree of Relatedness, Means and Standard Deviations

Post-hoc tests revealed the sources of interactions as detailed in Table 13.

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>Significant Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mor</td>
<td>Adults &gt; 6th Grade &gt; 10th Grade</td>
</tr>
<tr>
<td>MorSem</td>
<td>No</td>
</tr>
<tr>
<td>Sem</td>
<td>10th Grade &gt; 6th Grade, Adults</td>
</tr>
<tr>
<td>Phon</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 13: Age X Type of Response, Sources of Interaction, Degree of Relatedness -- Ranking

2.2. Summary and Interim discussion: Relatedness tasks

The main results are first summarized for each of the two relatedness tasks separately and then compared. The two tasks, although using the same types of stimuli and distractors, yielded different results, evidently due to their different task demands. While in the Multiple Choice task, respondents were required to provide a total of 40 responses (one out of four possible options for each of 40 input items), the design of the Ranking task required them to provide double the number of responses (20 input items X 4 rankings), with each distractor being given an independent ranking between 1 and 4.

The Multiple Choice task yielded the following hierarchy of distractors: semantic > morpho-semantic > morphological > phonological, with the phonological distractors being markedly lower than the others. All the independent variables had relatively similar effects, as follows: Semantic distractors were preferred in the case of (1) words derived from full roots, (2) familiar/frequent nouns, and (3) more mature respondents. The proportion of structural (morphological and phonological) distractors increased in the case of (1) nouns derived from defective roots, (2) unfamiliar/infrequent nouns and (3) younger respondents. Interactions between the independent variables, revealed two
distinct developmental profiles, one for full roots and familiar nouns and another, more scattered pattern, for defective roots and unfamiliar/infrequent nouns.

The Ranking task yielded a different, somewhat surprising, hierarchy of distracters: morphological > morpho-semantic > semantic > phonological. Of the independent variables, only familiarity/frequency had an effect, yielding higher rankings for nouns with high F-scores, whereas the effect of root was marginal and there was no effect for age. Interactions between variables on this task revealed (1) a differentiation between low-F and high-F words that consolidated with age and (2) an interplay between semantic and morphological distracters, interacting with both age and familiarity/frequency in rather inconsistent, if not inconclusive, patterns.

The two tasks of Relatedness yielded two shared trends in both distributional percentages and hierarchical scale of ranking: Preference for familiar/frequent items over unfamiliar/infrequent items, and avoidance of phonological distractors. Factors that were dissimilar on the two tasks were, first, a different hierarchy of distracters, with morphology taking over in the Ranking task and, second, differential effects of the independent variables, some of which played no role in the Ranking task. The developmental pattern of the latter was unexpected, since all three age groups adopted the same patterns of responses. This might be due to the difficulties experienced by participants in coping with the demands of a ranking task, which might have led them to respond in a relatively automatic or mechanical fashion. The second unexpected finding of the Ranking task, the significantly less favoring of morpho-semantic options, could be attributed to the complexity of this task. Ranking four degrees of relatedness between input and response items, participants tended to avoid responses that required them to take into account concurrently two distinct sources of information, both form and content.

The most striking finding of these tasks is the discrepancy in their hierarchies of distractors, specifically the advantage of morphological distractors in the Ranking task. This morphological advantage is unusual, compared with the results of the Multiple Choice task of relatedness as well as of all the other tasks in the battery, as discussed in Chapter IV (Section 1.1). The favoring of morphological factors in the Ranking task, even in the case of highly familiar/frequent items, was unexpected, since morphology is expected to operate mainly when semantic cues are not available. One possible
explanation relates to the demands imposed by this specific task, which burdened respondents by requiring them to perform 80 independent rankings, providing an individual score to each of four options on each input item. Evidence of this difficulty could be found in the fact that several of the forms in this task were not filled out in full, while others appeared to be filled out quite randomly, possibly due to fatigue or tedium. This suggests that respondents encountering difficulties when confronted with the demanding task of ranking adopted a more mechanical “cop-out” strategy, by resorting to more easily identified structural relations between words. In Hebrew, this means relying on morphological rather than on phonological cues, an issue considered further in the concluding discussion in Chapter IV.

3. Interpretation in Context
This task required respondents to interpret an Unfamiliar/Infrequent noun presented in the context of a sentence, as explained in Chapter II (Part B, Section 1.3. This task had 20 Low-F items, half Concrete and the other half Abstract.

3.1. Coding Categories
Responses on this task were coded in four major categories – Structural (either morphological or morphophonological), Semantic, Semantic plus Structural, and Miscellaneous -- each further divided into sub-categories, based on the relation of the answer to the input item. The examples given below, unless otherwise specified, are responses to the (Low-F) input item erguson ‘thesaurus’ (cf. the root `-g-r ‘amass’).

Structurally Related: Responses that related to the input item structurally by the following criteria:

1) Morphological – shared consonantal root (e.g., igéret ‘missive’ -- a high-register term for ‘letter’), derived from the same root as the input item, `-g-r.

2) Morphophonological – either a shared morphological pattern or prosodic template (e.g., ikaron ‘principle’) or phonological relation of rhyming or suffix (e.g., patron ‘patron’).
Semantically Related: Responses related to the input item by meaning, as follows:

1. Closely related, a near synonym or an expression defining the input item (e.g., ósef munaxinm ‘a collection-of terms’).
2. Partially related to the input item (e.g., adam ha-bodek et ha-safa u-metaken ota’ ‘a person who checks and corrects the language’).
3. Vaguely related to the input item (e.g., otiyt ‘letters’).
4. Contextual – a response clearly indicating that the respondent related only to the sentential context rather than to the input item itself (e.g., šóni ‘difference’ for the input item dmiyut ‘resemblance, similarity between items’ – on the basis of the sentence: ramat ha-dmiyut ben axim shona mi-miśpaxa le-miśpaxa ‘the level of resemblance between siblings differs from one familiar to the next’).

Semantically plus Structurally Related – responses that related both semantically and structurally to the input item as follows:

1. Closely related semantically to the input item (e.g., ma`agar šel milim ‘a pool of words’), and also structurally related, since the word ma`agar is derived from the root ‘-g-r of the input item.
2. Distantly related semantically to the input item (e.g., iš šemexalec anašim bemikre xerum ‘someone who rescues people in case of emergency’ to the input item xalécet ‘rescue boat’).

Miscellaneous – this category included the following responses:

1. No response.
2. Irrelevant response (e.g., xalukat de’ot, de’ot šonot’ ‘division-of opinions, different opinions’ – both given by the same respondent).
3. Semantically mediated responses -- in the sense detailed in Section 4.1 below, e.g., mixtav ‘(a) letter’, a synonym of the noun igéret ‘missive’, derived from the same root as the input item.

Coding of this task was performed by two persons working together, the author and a graduate student majoring in linguistics. The degree of semantic relatedness of the responses had to be agreed on by both coders, and in case of discrepancies, a third person, another research assistant, was called in to resolve the disagreement.
3.2. Findings

Figure 6 shows the overall distribution of a total of over two thousand responses [N=2,648] to 20 nouns in the Interpretation-in-Context Task, in terms of the four different response categories specified in the preceding section.

![Figure 6: Overall Distribution of Responses on Interpretation in Context across the Population [N= 2,648]](image)

As Figure 6 shows, the overwhelming majority of the responses, almost three-quarters (71.3%) were Semantically Related, followed by one-fifth Semantically plus Structurally Related responses (20.1%), with other types of responses taken together accounting for under 10%, including Structurally Related (4.4%) and Miscellaneous (4.3%).

The independent variables of Root, Concreteness and Age had significant effects on the results, depicted in Figures 7, 8, and 9 respectively, with response-types labeled as follows: Str=Structurally Related; Sem=Semantically Related; Semstr=Semantically plus Structurally Related; Mis=Miscellaneous.

![Figure 7: Effect of Root on Overall Responses to Interpretation in Context](image)

A chi-square test for independent samples revealed significant effects for
Root ($\chi^2 (4, N= 2648)= 129.527, p<.001$) as follows: Nouns derived from Full Roots yielded relatively more Semantically Related responses while nouns derived from Defective Roots yielded relatively more responses that were both Semantically and Structurally related.

**Figure 8:** Effect of Concreteness on Overall Responses to Interpretation in Context

A chi-square test for independent samples revealed significant effects for Concreteness ($\chi^2 (4, N= 2648)= 111.03, p<.001$) as follows: Concrete nouns yielded more Semantically Related responses than Abstract nouns while the latter yielded relatively more responses that were both Semantically and Structurally related.

**Figure 9:** Effect of Age on Overall Responses to Interpretation in Context

A chi-square test for independent samples revealed significant effects for Age ($\chi^2 (8, N= 2648)= 141.478, p<.001$) as follows: The proportion of Semantically Related responses increased gradually with Age, while the proportion of Structurally Related and inadequate, Miscellaneous responses decreased gradually with Age.

As for interactions between the independent variables, chi-square tests revealed interactions between Age and Root and Age and Concreteness as shown in tables 14 and
15 -- with responses labeled as follows: Str=Structurally Related; Sem=Semantically Related; Semstr=Semantically and Structurally Related; Mis=Miscellaneous.

Table 14 shows the interaction in percentage of responses between Age and Root Transparency (6th Grade, no significance, 10th Grade, $\chi^2$ (3, N= 2648)= 72.547, p<.001, Adults, $\chi^2$ (3, N= 2648)= 61.102, p<.001).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>Full Roots</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Str</td>
<td>Sem</td>
<td>Semstr</td>
<td>Mis</td>
<td>Str</td>
<td>Sem</td>
<td>Semstr</td>
<td>Mis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6th Grade</td>
<td>10.4</td>
<td>66.8</td>
<td>15.4</td>
<td>7.4</td>
<td>10.8</td>
<td>58.1</td>
<td>23.6</td>
<td>7.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10th Grade</td>
<td>4.6</td>
<td>79.2</td>
<td>12.7</td>
<td>3.6</td>
<td>4.9</td>
<td>53.7</td>
<td>37.3</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults</td>
<td>1.9</td>
<td>84.4</td>
<td>12.2</td>
<td>1.5</td>
<td>1.9</td>
<td>67.0</td>
<td>29.6</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 14: Interaction Age X Root Type, Interpretation in Context

This table shows that 6th Graders do not differentiate markedly between Full and Defective Roots in their responses, a picture that changes among 10th Graders and Adults, who prefer Semantically Related response for Full Roots and Semantically plus Structurally related responses for Defective Roots.

Table 15 shows the interaction in percentage of responses between Age and Concreteness (6th Grade, $\chi^2$ (4, N= 2648)=17.223, p<.01, 10th Grade, $\chi^2$ (4, N= 2648)= 68.086, p< .001, Adults, $\chi^2$ (4, N= 2648)=36.817, df=4, p<.001).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>Concrete</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Str</td>
<td>Sem</td>
<td>Semstr</td>
<td>Mis</td>
<td>Str</td>
<td>Sem</td>
<td>Semstr</td>
<td>Mis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6th Grade</td>
<td>12.6</td>
<td>66.4</td>
<td>11.8</td>
<td>9.3</td>
<td>8.4</td>
<td>57.8</td>
<td>24.0</td>
<td>9.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10th Grade</td>
<td>7.7</td>
<td>77.3</td>
<td>10.7</td>
<td>4.4</td>
<td>2.0</td>
<td>61.3</td>
<td>32.4</td>
<td>4.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adults</td>
<td>1.8</td>
<td>84.3</td>
<td>12.7</td>
<td>1.2</td>
<td>1.9</td>
<td>70.9</td>
<td>25.4</td>
<td>1.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 15: Interaction Age X Concreteness, Interpretation in Context

Table 15 shows that both types of input nouns yielded a gradual Age-related increase in proportion of Semantically Related responses, and a concomitant decrease in the Structurally Related response, more markedly for Abstract nouns. Semantically Related responses yielded a higher proportion and a sharper Age-related rise for Concrete than for Abstract nouns.
The two major categories of responses, Semantically Related and Semantically plus Structurally Related, were further analyzed. Figure 10 shows the overall distribution of the Semantically Related responses.

Figure 10: Overall Distribution of Semantically Related Responses on Interpretation in Context [N=1888]

The subcategory of “Closely Related” accounted for the majority of Semantically Related responses (42.9%), followed by Partially, and Vaguely Related responses (30.9% and 22.8% respectively), and Contextual (3.4%) responses.

The independent variable of Age had an effect on the distribution of the semantically related responses. Figure 11 describes the effect of Age with response-types labeled as follows: Close=Closely Related; Part=Partially Related; Vague=Vaguely Related; Cont=Contextual.

Figure 11: Effect of Age on Semantically related Responses to Interpretation in Context

A chi-square test for independent samples revealed significant effects for
Age ($\chi^2(6, N=1888)=252.111$, p<.001) as follows: The proportion of Closely Related responses increased with Age while the proportion of Vaguely Related and Contextual responses decreased with Age.

As for interactions, chi-square tests revealed interactions between Age and Root and between Age and Concreteness for the semantically related responses, as shown in tables 16 and 17 – with response-types labeled as follows: Close=Closely Related; Part=Partially Related; Vague=Vaguely Related; Cont=Contextual.

Table 16 shows the interaction in percentage of responses between Age and Root Transparency (6th Grade, $\chi^2(3, N=1888)=33.656$, p<.001, 10th Grade, $\chi^2(3, N=1888)=105.163$, p<0.001, Adults, $\chi^2(3, N=1888)=71.155$ p<0.001).

| Type of Response | 6th Grade | | 10th Grade | | Adults |
|------------------|-----------|------------------|------------------|------------------|
|                  | Close     | Part             | Vague            | Cont             | Close     | Part             | Vague            | Cont             |
| Full Roots       | 10.6      | 36.7             | 47.2             | 5.5              | 36.4      | 28.0             | 28.0             | 7.6              |
| Defective Roots  |           |                  |                  |                  |           |                  |                  |                  |
| 6th Grade        | 21.3      | 58.8             | 17.5             | 2.5              | 48.9      | 14.4             | 25.9             | 10.9             |
| Adults           | 48.5      | 26.9             | 23.6             | 0.9              | 74.0      | 12.7             | 10.8             | 2.5              |

Table 16: Interaction Age X Root Type in the Semantically Related Responses, Interpretation in Context

The main observation emerging from Table 16 is that Full Roots allowed participants to employ a variety of response strategies, both Semantically Related and unrelated, while Defective Roots caused them to prefer highly Semantically Related response. This trend for differentiation between Full and Defective roots with relatively more semantic freedom manifested in the interpretation of Full Roots consolidates with Age.

Table 17 shows the interaction in percentage of responses between Age and Concreteness (6th Grade, $\chi^2(3, N=1888)=76.659$, p<.001, 10th Grade, $\chi^2(3, N=1888)=53.540$, p<.001, Adults, $\chi^2(3, N=1888)=45.931$, p<.001).
Table 17: Interaction Age X Concreteness in the Semantically Related Responses, Interpretation in Context

Table 17 shows the following interactions: For Concrete nouns there is (1) a marked increase in the amount of Closely Related responses between 6th and 10th Grade, (2) a decrease in the use of Contextual responses between 10th Grade and Adults, and (3) a relatively wide distribution of the other responses. For Abstract nouns, the picture is different, with (1) a marked increase in the Closely Related responses with Age, (2) little reliance on Contextual clues, used only by the youngest Age group, and (3) a preference for more Semantically Related responses, mainly in the two older Age groups.

The next analyses describe the effects of the independent variables on the Semantically plus Structurally Related responses. Figure 12 describes Age effects on the distribution of the Semantically plus Structurally Related responses \[N=537\] with response- types labeled as follows: Close=Closely Related; Dist=Distantly Related.

Figure 12: Effect of Age on Semantically plus Structurally Related Responses to Interpretation in Context

A chi-square test for independent samples revealed significant effects for Age \[\chi^2(2, N=537)=54.667, p<.001\] as follows: There is a marked increase in the proportion of Closely Related responses and a concomitant marked decrease in the
The proportion of Distantly Related responses between 6th and 10th Grade.

As for interactions, chi-square tests revealed interactions between Age and Root and Age and Concreteness for the Semantically plus Structurally Related responses, as shown in tables 18 and 19 – with response-types labeled as follows: Close=Closely Related; Distant=Distantly Related.

Table 18 shows the interaction in percentage of responses between Age and Root Transparency (6th Grade, $\chi^2(1, N=537)= 20.728, p<.001$, 10th Grade, $\chi^2(1, N=537)= 62.59, p<.001$, Adults, $\chi^2(1, N=537)= 138.635, p<.001$).

<table>
<thead>
<tr>
<th>Relatedness</th>
<th>Full Roots</th>
<th>Defective Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Close</td>
<td>Distant</td>
</tr>
<tr>
<td>6th Grade</td>
<td>8.7</td>
<td>91.3</td>
</tr>
<tr>
<td>10th Grade</td>
<td>35.9</td>
<td>64.1</td>
</tr>
<tr>
<td>Adults</td>
<td>26.1</td>
<td>73.9</td>
</tr>
</tbody>
</table>

Table 18: Interaction Age X Root Type in the Semantically plus Structurally Related Responses, Interpretation in Context

Table 18 shows similar effects to those in Table 16 above for Age X Root interactions in the Semantically plus Structurally related responses: (1) clear differentiation between Full and Defective Roots, (2) heavy reliance on semantic proximity for Defective Roots, and (3) relatively more semantic variability for Full Roots, a trend that intensifies with Age.

Table 19 shows the interaction in percentage of responses between Age and Concreteness (6th Grade, no significance, 10th Grade, $\chi^2(1, N=537)= 15.842, p<.001$, Adults, $\chi^2(1, N=537)= 42.702, p<.001$).

<table>
<thead>
<tr>
<th>Relatedness</th>
<th>Concrete</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Close</td>
<td>Distant</td>
</tr>
<tr>
<td>6th Grade</td>
<td>25.0</td>
<td>75.0</td>
</tr>
<tr>
<td>10th Grade</td>
<td>47.6</td>
<td>52.4</td>
</tr>
<tr>
<td>Adults</td>
<td>42.1</td>
<td>57.9</td>
</tr>
</tbody>
</table>

Table 19: Interaction Age X Concreteness in the Semantically plus Structurally Related Responses, Interpretation in Context
Table 19 shows that the Age related differentiation between Concrete and Abstract nouns is also apparent in the Semantically plus Structurally Related responses, but it is more marked in the 10th Grade and Adult groups, both of whom gave relatively far more Semantically Related responses to Abstract than to Concrete nouns.

These analyses of the results yielded a picture that could be defined as a hierarchical scale, as follows: (0) No response, (1) Irrelevant response, (2) Structurally but not Semantically Related response, (3) Semantically less related responses, with or without structural relatedness, and (4) Semantically more Related response, with or without structural relatedness. A two-way ANOVA was performed, with Age as a between-subjects factor and Concreteness as a within-subject factor. Main effects of Age were found (F(2, 2634)=125.986, p<.001) as follows: Adults scored the highest (M=3.695, SD=0.594) followed by 10th Graders (M=3.531, SD=0.798), and 6th graders scored the lowest (M=3.076, SD=0.993). A Scheffe post-hoc test revealed that the Adult group was significantly different from the other two groups. No main effects for Concreteness were found, but there was an interaction Age X Concreteness (F(2, 2634)=9.480, p<.001) as follows: 6th Graders scored higher on Concrete (M=3.155, SD=1.069) than on Abstract items (M=2.996, SD=0.918), while the other two Age groups showed the opposite trends: 10th Graders scored higher on Abstract (M=3.617, SD=0.741) than on Concrete items (M=3.443, SD=0.850) and so did Adults -- Abstract (M=3.770, SD=0.571) versus Concrete (M=3.619, SD=0.808). This result explains the lack of main effects of Concreteness, which were neutralized by the inverse results of 6th Graders as against the two other Age groups.

3.3. Summary and Interim Discussion
This task was the only one in the battery that presented the input nouns in a sentential context. The first observation is that the presence of a context, however vague and unspecified, causes participants to favor semantic responses even to largely unfamiliar lexical items. This trend is in marked contrast to responses to items presented in isolation, as shown by results on the other tasks in the battery. Moreover, the age-related increase in preference for semantically based responses revealed by the interpretation-in-context task suggests that use of semantic cues for lexical interpretation constitutes a
more maturely appropriate strategy for Hebrew speaker-writers when encountering unfamiliar words in context.

The first independent variable – root transparency -- had two major impacts: (1) markedly less reliance on roots when there is context to rely on, and (2) a differential attitude towards unknown words from full and defective roots. Full roots promote a more venturesome attitude to interpreting an unfamiliar word, in the form of attempts to guess its meaning on the basis of its consonantal root elements, without concern for semantic relatedness. Defective roots, in contrast, elicit a more conservative attitude, with stricter adherence to the closest semantic interpretation of each specific root. This differential strategy, of using the full root as an anchor for further searches and of limiting the scope of the search in the case of defective roots, interacts with age, since these differences are more marked in the older age-groups.

The second independent variable -- concreteness -- had widespread effects on the results of the interpretation-in-context task, including an interaction with age. Overall, the “concreteness effect” -- traditionally interpreted as representing an advantage of concrete over abstract nouns – did not emerge in the task of interpreting unfamiliar nouns in context, but instead yielded rather differential strategies in approaching concrete and abstract nouns respectively. Thus, respondents throughout preferred more purely semantic interpretations for concrete nouns and relied more on structural in addition to semantic clues in interpreting abstract nouns. The expected advantage of concrete items was evident only in the semantically related responses of the youngest group of participants, the 6th graders, who provided more near synonyms to concrete than to abstract nouns.

Finally, the variable of age affected the results significantly, interacting with all the other independent variable. There was an age-related increase in the semantic and near synonymous responses, with a concomitant age-related decrease in structurally related and in semantically less related responses. Another developmental finding was a growing differentiation between full and defective roots and between concrete and abstract words with age.

In sum, the requirement of interpreting unfamiliar lexical items in pragmatically, semantically, and syntactically appropriate but non-definitional sentential contexts yields
striking results in terms of all the variables of this study. As such, this task contributes to our understanding of the special challenge posed to speaker-writers when encountering unfamiliar words in general, and in the Hebrew lexicon in particular, by complementing findings from other tasks on this battery where words were presented in isolation.

4. Free Associations -- Single

This task required respondents to provide a single free association to each noun in a given set of nouns. The task had 60 items, divided as follows: 40 items selected from the Familiarity/Frequency database, 24 nouns with Full Roots and 16 with Defective Roots, half of the 40 with High-F and the other half with Low-F scores; and the remaining 20 items were selected from the Concreteness subset -- 10 Concrete and 10 Abstract, half of each High-F and half Low-F.

The statistical analyses employed in this task were \( \chi^2 \) tests, since both the dependent and independent variables were nominal. In case of significant results, further \( \chi^2 \) tests were performed in order to identify sources of interactions.

4.1. Coding Categories

Responses on the tasks of associations were coded in five major categories, each further divided into sub-categories. The following types of relations were identified, as detailed below: Semantic-Pragmatic, Morphological, Morpho-phonological, Syntagmatic and Other/ Miscellaneous.

Semantic-Pragmatic Associations

This heading refers to associations at the level of both word (semantics) and world (pragmatics) (see Chapter I, Section 1.3), subdivided as follows.

(1) **Categorially Related** associations were specified when a clear intensional relation in terms of canonic semantic categories like synonymy, antonomy, or hyponymy could be identified. For example, as synonyms -- the loan-word association *situ'acya* for the test-item noun *macav* ‘position, state, situation’, *meheymanut* ‘reliability’ for *aminut* ‘credibility’; as an antonym -- *néfeš* ‘soul, spirit’ for the test-item *xomer* ‘matter, substance, material’; and as a co-hyponym -- *adšot maga* ‘contact lenses’ for the test-
item *miškafáyim* ‘spectacles’. As these examples indicate, categorically related associations were most typically words in a single lexical sub-class (for example, abstract nouns or instruments).

(2) **Hierarchically Related** associations were typically in the form of a definition-like sentence, often introduced by a super-ordinate term (e.g., *mekom diyur betox binyan* ‘(a) place-of residence inside a building’ for the test-item *dira* ‘apartment’, *mašehu še-samim al ha-ecba* ‘something (you) put on your-finger’ was given in response to *ecba‘on* ‘thimble’).

(3) **Semantic-Pragmatic-Frame Related** associations were ones based on contexts of use and world experience (e.g., *maškanta* ‘mortgage’ or *šeyna* ‘sleep’ (noun) for the test-item *dira* ‘apartment’).

(4) **Semantically Mediated** associations related only indirectly to the input noun; for example, the infrequent noun *ómen* ‘fidelity’ yielded such disparate associations as *cayar* ‘painter (artist)’ (cf. *oman, omanut* ‘artist, art’), *kiduš* ‘sabbath grace’ (cf. *emuna* ‘faith’), and also *yéled* ‘child’ (cf. *oménet* ‘nanny’). As these examples show, mediation in this case arose from the multiple homography of the shared root `-m-n`. Morphophonological mediation is illustrated by a word like *histaklut* ‘looking, observation’ in response to *bonenut* ‘insight’ via the familiar word *hitbonenut* ‘meditation’, while phonological mediation occurs in the response *šéker* ‘lie, falsehood’ in association to the noun *blaya* ‘weathering, erosion’ mediated by the word *bdaya* ‘fiction, falsehood’ in the same morphophonological pattern.

**Morphological Associations**

Morphological associations were specified by words that share a root with the input noun; for example, in response to the noun *bicúa* ‘performance, execution’ – the related verb *levacéa* ‘to perform, execute’ from the root *b-c-* and also the semantically unrelated noun *béca* ‘greed’; in response to the noun *hesek* ‘inference’ – the related noun *maskana* ‘conclusion’ from the same root *n-s-q* and also the unrelated noun *masok* ‘helicopter’.

**Morpho-phonological Associations**

Three types of responses were classified as Morpho-phonological:
(1) Responses that shared a partial or skeletal root with the input noun (e.g., *beyca* ‘egg’ to the noun *bicú’a* ‘performance, execution’).
(2) Responses that shared the same pattern or prosodic template as the input noun (e.g., *kfic* ‘spring, coil’ to the noun *gdil* ‘tassel’).
(3) Responses that rhymed with the input noun (e.g., *šablul* ‘snail’ to *xivlul* ‘rope barrier’).

**Syntagmatic Associations**

Responses were assigned to this category in cases where their relation to the input item was combinatory or collocational, as follows:

(1) Productive, open-ended collocations, such as the adjective *tov* ‘good’ to the noun *bicú’a* ‘performance, execution’ or the adjective *meruváxat* ‘spacious’ to the noun ‘*dira*’ ‘flat, apartment’ (with which it shows gender agreement, since both the noun and adjective are masculine in the first example, feminine in the second).
(2) Formulaic, rote-learned collocations, for example, *lehaskir* ‘to let, for rent’ to the noun ‘*dira*’ ‘flat, apartment’, *haškafat olam* ‘world view, Weltanschaung’ from the noun *haškafa* ‘view, outlook’.

**Miscellaneous**

This residual category of associations was very mixed, consisting of inappropriate responses that could not be attributed to any of the other coding categories, as follows:

(1) Idiosyncratic relations – associations that seemed unrelated in any conventional or obvious manner to the input noun, such as *rocéax* ‘killer, murderer’ to the input noun *bicú’a* ‘performance, execution’, *réša* ‘evil’ in response to *xómec* ‘vinegar’.
(2) Misreading – this category consisted of associations based on another, usually a more familiar or common way of reading the string of symbols constituting the input noun. Misreadings occasionally involved ellipsis or metathesis of consonants, but were primarily due to inattention to the conventional vowel-pointing provided in the task. This kind of response demonstrates lack of familiarity on the part of native Hebrew speakers with normative vowel-pointing as discussed at some length in Chapter IV (Section 3.1), leading them to rely mainly on the consonants, and hence to misread the word. For example, the unfamiliar/infrequent, normatively derived noun *malkétet* ‘tweezers’ – an official coinage of the Academy of the Hebrew Language referred to in general usage by the loan-word *pincéta* -- was read as the verb *melakétet* ‘collects’, hence yielding the
association mazon ‘food’, while the noun góva ‘height’ was misread as gove ‘(tax) collector’ to yield the word misim ‘taxes’ as an association.

(3) Sentential responses – some of the younger participants wrote sentences instead of giving an association, evidence for how difficult they found the task.

The coding process, as noted in the previous chapter, was long, multi-phased and typically prone to disagreements due to subjective variability among the judges. Interpretation of the results of this task was even harder with respect to individual inter-judge variation. Below are summarized the solutions eventually decided on to these differences.

1) As across the battery, spelling errors were ignored.
2) It was sometimes hard to distinguish, especially for abstract items with a high familiarity/frequency rating, between semantic-pragmatic frames, co-hyponymic responses, syntagmatic relations, and definitions (e.g., yexòlet ‘ability’ for bicúa ‘performance’ could be either a synonym, a superordinate, or a syntagmatic response -- the latter as head of a compound noun). We therefore decided that associations would be coded as based on a semantic-pragmatic frame only when no other code could be assigned.

4.2. Findings

Responses on the Single Associations tasks are analyzed below, proceeding from an overall distribution of responses to effects of the independent variables and interactions, major types of responses, concluding with analysis by grammatical category. An integrative summary and interim discussion of these results is provided in Section 5.2, following results for the Multiple Associations task in Section 5.1.

Figure 13 shows the overall distribution of a total of over five thousand responses [N=5,266] to 60 nouns in the single-association task, in terms of the five different response categories specified in the preceding section.
As Figure 13 shows, the majority of the overall responses, around two-thirds in all (63.3%) were Semantic-Pragmatic, followed by nearly one-quarter Morphological responses (22.7%), with other types of responses taken together accounting for under 10%, including Syntagmatic (5.4%) and Morphophonological (3.4%).

All of the independent variables – Root Transparency, Familiarity/Frequency, Concreteness, and Age -- had significant affects on the results on the Single-Associations task, described in Figures 14 to 17 respectively, with response-types labeled as follows: Sem=Semantic-Pragmatic; Mor=Morphological; Mph=Morphophonological; Syn=Syntagmatic; Mis=Miscellaneous.

A chi-square test for independent samples revealed significant affects for Root Transparency ($\chi^2(4, N= 5,266)$= 130.33, p<.001) as follows: Nouns derived from Full Roots were given far more Morphological and Syntagmatic associations than nouns derived from Defective Roots, and the latter were given more Semantic-Pragmatic and Morphophonological associations than nouns derived from Full Roots.
A chi-square test for independent samples revealed significant effects for Familiarity/Frequency ($\chi^2(4, N=5,266)=1019.92, p<.001$), as follows: High-F input nouns received significantly more Semantic-Pragmatic and Syntagmatic associations than Low-F nouns and Low-F nouns received significantly more Morphological and Morphophonological associations than High-F nouns.

Figure 15: Effects of Familiarity/Frequency on Overall Responses to Single Associations

A chi-square test for independent samples revealed significant effects for Concreteness ($\chi^2(4, N=5,266)=104.464, p<.001$) as follows: Concrete nouns received clearly more Semantic-Pragmatic associations than Abstract nouns, while Abstract nouns received far more Morphological and Syntagmatic associations than Concrete nouns.

Figure 16: Effect of Concreteness on Overall Responses to Single Associations
A chi-square test for independent samples revealed significant effects for Age ($\chi^2(8, N=5,266) = 93.217, p < .001$) as follows: There was a marked increase in Semantic-Pragmatic and Syntagmatic associations with age, accompanied by an Age-related decrease in Morphological and Morphophonological associations.

As for interactions between the independent variables, $\chi^2$ tests revealed interactions between Age and all three independent variables of Root, Familiarity/Frequency, and Concreteness, as shown in tables 20, 21, and 22 – with response-types labeled as follows: Sem=Semantic-Pragmatic; Mor=Morphological, Mph=Morphophonological, Syn=Syntagmatic, Mis=Miscellaneous.

Table 20 shows the interaction in percentage of responses between Age and Root Transparency (6th Grade, $\chi^2(4, N=5,266) = 59.009, p<.001$, 10th Grade, $\chi^2(4, N=5,266) = 51.967, p<.001$, Adults, $\chi^2(4, N=5,266) = 32.693, p<.001$).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>6th Grade</th>
<th>10th Grade</th>
<th>Adults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sem</td>
<td>Mor</td>
<td>Mph</td>
</tr>
<tr>
<td>Full Roots</td>
<td>65.4</td>
<td>35.3</td>
<td>1.6</td>
</tr>
<tr>
<td>Defective Roots</td>
<td>66.4</td>
<td>20.7</td>
<td>1.5</td>
</tr>
<tr>
<td>Adults</td>
<td>70.7</td>
<td>17.6</td>
<td>0.7</td>
</tr>
</tbody>
</table>

The effect of Root Transparency as depicted in Table 20 shows an interaction with Age as follows. **Full roots** yielded more Semantic-pragmatic associations in the two younger populations and more Morphological associations across the population. And there were more Syntagmatic associations in the two older age groups, showing a
gradual increase with Age. **Defective roots** yielded more Morphophonological associations than Full roots, with a gradual decrease with Age.

Table 21 shows the interaction in percentage of responses between Age and Familiarity/Frequency (6th Grade, $\chi^2(4, N= 5,266)=439.611, p<.001$, 10th Grade, $\chi^2(4, N= 5,266)=388.911, p<.001$, Adults, $\chi^2(4, N= 5,266)=314.172, p<.001$).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>High-F</th>
<th>Low-F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sem</td>
<td>Mor</td>
</tr>
<tr>
<td>6th Grade</td>
<td>76.8</td>
<td>15.7</td>
</tr>
<tr>
<td>10th Grade</td>
<td>76.8</td>
<td>6.2</td>
</tr>
<tr>
<td>Adults</td>
<td>81.0</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 21: Interaction Age X Familiarity/Frequency, Free Associations -- Single

Table 21 shows that High F nouns yielded a gradual increase in proportion of Semantic-Pragmatic associations with Age and a concomitant gradual Age-related decrease in Morphological associations. For Low-F nouns, the difference between the Age groups was much more dramatic, with the youngest group of 6th Graders showing the lowest proportion of Semantic-Pragmatic associations and the highest proportion of Morphological associations.

Table 22 shows the interaction in percentage of responses between Age and Concreteness (6th grade, $\chi^2(4, N= 5,266)=20.525, p<.001$, 10th grade, $\chi^2(4, N= 5,266)=43.063, p<.001$, Adults, $\chi^2(4, N= 5,266)=59.648, p<.001$).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>Concrete</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sem</td>
<td>Mor</td>
</tr>
<tr>
<td>6th Grade</td>
<td>63.1</td>
<td>30.0</td>
</tr>
<tr>
<td>10th Grade</td>
<td>76.8</td>
<td>14.4</td>
</tr>
<tr>
<td>Adults</td>
<td>83.6</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Table 22: Interaction Age X Concreteness, Free Associations -- Single

Table 22 shows that Concrete items revealed the following interaction with Age: There was a high proportion of Semantic-Pragmatic responses across the population, with a sharper rise with Age in this type of response to Concrete compared with Abstract.
nouns. In contrast, Abstract nouns yielded far more Syntagmatic responses in the two older than in the youngest Age-group.

The two major categories of responses, Semantic-Pragmatic and Morphological, which taken together accounted for the bulk of the responses, were further analyzed. Figure 18 describes the overall distribution of the **Semantic-Pragmatic responses**.

Figure 18: Overall Distribution of Semantic-Pragmatic Responses on Single Associations [N=3,335]

The highest proportion of Semantic-Pragmatic responses (42.2%) were Semantic-pragmatic Frame-related, followed by Categorically Related (31.9%), Semantically Mediated (16.2%), and Hierarchically Related responses (9.7%). Moreover, all four independent variables – Root Transparency, Familiarity/Frequency, Concreteness, and Age -- had significant effects on the results on the semantic-pragmatic responses, as described below in Figures 19 to 22 respectively, with response-type labeled as follows: Cat=Categorically Related; Hie=Hierarchically Related; Fra=Semantic-Pragmatic Frame Related, Med=Semantically Mediated.

Figure 19: Effects of Root Transparency on Semantic-Pragmatic Responses to Single Associations
A chi-square test for independent samples revealed significant effects of Root ($\chi^2(3, N=3,335)= 58.980, p < .001$) as follows: The main differences between Full and Defective roots were in two categories: Categorically Related and Semantically Mediated response. Defective Roots yielded more Categorical responses while Full Roots yielded more Mediated responses.

![Figure 20: Effects of Familiarity/Frequency on Semantic-Pragmatic Responses to Single Associations](image)

A chi-square test for independent samples also revealed significant effects of Familiarity/Frequency ($\chi^2(3, N=3,335)=980.659, p < .001$) as follows: High-F nouns yielded more Categorically and Semantic-pragmatic Frame Related responses, while Low-F nouns yielded mainly Semantically Mediated responses and fewer other types of responses compared to High-F nouns.

![Figure 21: Effects of Concreteness on Semantic-Pragmatic Responses to Single Associations](image)

A chi-square test for independent samples revealed significant effects of Concreteness ($\chi^2(3, N=3,335)= 22.749, p < .001$) as follows: Concrete nouns yielded
more Hierarchically Related responses while Abstract nouns yielded more Categorically Related responses.

![Graph showing effects of age on semantic-pragmatic responses](image)

**Figure 22**: Effects of Age on Semantic-Pragmatic Responses to Single Associations

A chi-square test for independent samples likewise revealed significant effects of the fourth independent variable, Age ($\chi^2(6, N= 3, 335)= 173.512, p <.001$) as follows: The major differences between the Age groups in Semantic-Pragmatic associations are: (1) a gradual increase in Categorically Related responses with Age, (2) a sharp decrease in Hierarchically Related responses, accompanied by (3) an increase in Semantically Mediated responses between 6th and 10th Grade.

As for interactions between the independent variables, chi-square tests revealed interactions between Age and two of the independent variables: Root and Familiarity/Frequency. Tables 23 and 24 illustrate the interactions which emerged with response-type labeled as follows: Cat=Categorically Related; Hie=Hierarchically Related; Fra=Semantic-Pragmatic Frame Related; Med=Semantically Mediated.

Table 23 shows the interaction in percentage of responses between Age and Root Transparency (6th grade, $\chi^2(3, N= 3, 335)= 16.119, p<.005$, 10th grade, $\chi^2(3, N= 3, 335)= 25.064, p<.001$, Adults, $\chi^2(3, N= 3, 335)= 32.111, p<.001$).
Table 23: Interaction Age X Root type in Semantic-Pragmatic Responses, Free Associations -- Single

Two major trends emerge from this table: (1) a sharp decrease in the use of Hierarchically Related responses with Age and (2) an interaction between Semantically Mediated responses and the two variables of Root and Age, with a higher proportion of such responses to words derived from Full Roots and a marked difference between the 6th Graders and the two older groups in reliance on this type of response.

Table 24 shows the interaction in percentage of responses between Age and Familiarity/Frequency (6th Grade, $\chi^2(3, N= 3, 335)= 325.828, p<.001$, 10th Grade, $\chi^2(3, N= 3, 335)= 381.97, p<.001$, Adults, $\chi^2(3, N= 3, 335)= 309.814, p<.001$).

Table 24: Interaction Age X Familiarity/Frequency in Semantic-Pragmatic responses, Free Associations -- Single

Table 24 shows a gradual increase of Categorically Related response with Age and a marked difference between 6th Graders and the two other age groups in two respects: the youngest of the three Age groups revealed (1) a higher proportion of Hierarchically Related responses (as found before) and (2) for Low-F nouns, a relatively low proportion of Semantic-pragmatic Frame related responses.
Nearly one-third of the Semantic-pragmatic responses were characterized as “Categorically Related”. Figure 23 shows the internal composition of more than one thousand \([N=1,045]\) Categorically Related responses to the Single Associations task.

![Pie chart showing distribution of responses](image)

**Figure 23**: Overall Distribution of Categorically Related Responses on Single Associations \([N=1045]\)

Co-hyponymic responses accounted for the majority of the categorically related responses \((62.3\%)\), followed by Synonyms \((34.4\%)\) and the residual category of Antonyms \((3.3\%)\).

To test the effect of the independent variables on the internal distribution of the Categorically Related responses, further analyses were conducted, which yielded the following results: Significant effects were found for the variables of Familiarity/Frequency, Concreteness, and Age, as depicted in Figures 24 to 26 respectively. Antonyms were not included in these analyses, since they were a very marginal category.

![Bar chart showing effects of familiarity/frequency](image)

**Figure 24**: Effects of Familiarity/Frequency on Categorially Related Responses to Single Associations
A chi-square test for independent samples revealed significant effects of Familiarity/Frequency ($\chi^2(1, N=1045)=12.640, p<.001$) as follows: In the Categorically related responses, both High-F and Low-F nouns yielded more Synonyms than Co-hyponyms, but the difference was greater in the Low-F nouns.

![Figure 25](image)

Figure 25: Effects of Concreteness on Categorically Related Responses to Single Associations

A chi-square test for independent samples revealed significant effects of Concreteness ($\chi^2(1, N=1045)=13.281, p<.001$) as follows: There was a marked difference between Abstract nouns, which yielded markedly more Synonyms and fewer Co-hyponyms, and Concrete nouns, which yielded more Co-hyponyms.

![Figure 26](image)

Figure 26: Effects of Age on Categorically Related Responses to Single Associations

A chi-square test for independent samples revealed significant effects of Age ($\chi^2(4, N=1045)=24.382, p<.001$) as follows: Figure 26 shows a gradual increase in Synonyms with a concomitant gradual decrease in Co-hyponyms with Age.

Moving to **Morphological responses**, which came to well over one thousand [N=1,196], Figure 27 describes their overall distribution.
Figure 27: Overall Distribution of Morphological Responses on Single Associations [N=1,196]

Figure 27 shows that Semantically Related responses accounted for well over half (59.4%) of the Morphological, Root-related responses, followed by one-third (36.3%) responses with a shared Root but Semantically Unrelated. The other residual category, which accounted for less than 5% of the responses, included inflectional responses or responses with non-existent items or errors in root identification.

Examination of the effect of the independent variables on the Morphologically Related responses revealed significant effects for the independent variables of Root and Familiarity/Frequency, as detailed in Figures 28 and 29 respectively, with response-types labeled as follows: Rel=Semantically Related; Unrel=Semantically Unrelated

Figure 28: Effects of Root Transparency on Morphological Responses to Single Associations

A chi-square test for independent samples revealed significant effects of Root ($\chi^2(1, N=1196)= 28.280, p <.001$) as follows: Full roots yielded a more balanced distribution of responses, while Defective roots yielded more Semantically Related than Semantically Unrelated responses.
Figure 29: Effects of Familiarity/Frequency on Morphological Responses to Single Associations

A chi-square test for independent samples revealed significant effects of Familiarity/Frequency ($\chi^2(1, N=1196)=102.038, p<.001$) as follows: High-F nouns yielded more Morphologically and Semantically related responses, while Low-F nouns yielded more Morphologically Related but Semantically Unrelated responses.

As for the variable of Age, there was an interaction of Age with Familiarity/Frequency. Table 25 illustrates the interactions which emerged between Age and Familiarity/Frequency ($6^{th}$ Grade, $\chi^2(1, N=1196)=66.311, p<.001$, $10^{th}$ Grade, $\chi^2(1, N=1196)=23.568, p<.001$, Adults, $\chi^2(1, N=1196)=20.491, p<.001$) as reflected in morphological responses on the Single-Associations task.

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>High-F</th>
<th>Low-F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Semantically Related</td>
<td>Semantically Unrelated</td>
</tr>
<tr>
<td>$6^{th}$ Grade</td>
<td>88.9</td>
<td>11.1</td>
</tr>
<tr>
<td>$10^{th}$ Grade</td>
<td>92.6</td>
<td>7.4</td>
</tr>
<tr>
<td>Adults</td>
<td>97.4</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 25: Interaction Age X Familiarity/Frequency in Morphological Responses, Free Associations -- Single

Table 25 shows: (1) a gradual increase in Semantically Related and a gradual decrease in Semantically Unrelated responses to Familiar/Frequent nouns with Age, and (2) a marked difference between the $6^{th}$ Graders and the two older age groups in use of these two types of responses to Low-F nouns.
The last analysis conducted on the Single Associations task relates to the distribution of responses by Lexico-Grammatical Category. Figure 30 depicts the overall breakdown of responses analyzed on the Single Associations task into the categories of Nouns, Noun Phrases (including compound nouns), Verbs, and Adjectives.

![Figure 30: Overall Distribution of Responses on Single Associations by Lexico-Grammatical Category [N=5,266]](image_url)

Figure 30 shows that the overwhelming bulk of Single Association responses were nominal in form, three-quarters (74.9%) in the form of single Nouns and another 8.1% as Noun Phrases or compounds nouns, with 7% Adjectives, and less than 5% (4.8%) in the form of Verbs.

Figure 31 shows the effect of Age on the distribution of responses to Single Associations by Lexico-Grammatical Category, with Noun Phrase response-type labeled NP.

![Figure 31: Effects of Age on Lexico-grammatical Category of Overall responses to Single Associations](image_url)

A chi-square test for independent samples revealed significant effects of Age in relation to Lexico-grammatical Category ($\chi^2(10, N= 5,266)= 327.270, p<.001$) as follows:
Figure 31 shows a sharp Age-related increase in proportion of nominal responses from 6th to 10th Grade, with the youngest children giving relatively more verbal and idiosyncratic “other” type responses.

5. Free Associations -- Multiple
The Multiple Associations task required respondents to provide as many associations as they could to each of a given set of nouns. This task had 30 items, 20 from the familiarity/frequency database and 10 from the Concreteness subset. 20 items were selected from the familiarity/frequency database by the following criteria: 12 nouns were derived from Full Roots and the other 8 from Defective Roots; half of these nouns had High-F scores and the other half had Low-F scores. The other 10 items of the Concreteness subset were selected by the following criteria: five nouns were Concrete and the other five were Abstract; half of the items in this subset were High-F and half of them were Low-F. Responses on this task were analyzed by the independent variables of Type of Response and Lexico-Grammatical Category of responses, as for the Single Associations task and, in addition, by Number and Serial Order of responses.

Coding categories and procedures were identical to the ones applied in the Single Association task, as detailed in Section 4.1 above. Results (Section 5.1) are followed by an integrative summary and interim discussion of the findings of both the Single and Multiples Associations tasks (Section 5.2).

5.1. Findings
Responses on the Multiple Association tasks are analyzed below in two parts: Results are presented first for analyses similar to those performed on the Single Association based on all responses taken together, regardless of their serial order, followed by analysis of the innovative facet of this task compared with the Single Associations task -- Number and Order of associations.

Overall Findings
By and large, results on this task are highly consistent with findings for the Single Association task as described in the previous section. Accordingly, below are presented
only (1) major trends in the distributions and effects of responses on the Multiple
Associations task and (2) results that differed markedly from those on the Single
Associations task.

Figure 32 shows the overall distribution of more than 5,000 responses to 30 items
[N=5,285] on the Multiple Association task, in terms of the five major types of responses
specified in the preceding section.

![Pie chart showing the distribution of responses on Multiple Associations]

Figure 32: Overall Distribution of Responses on Multiple Associations across the
Population [N=5,285]

As Figure 32 shows, the bulk of the overall responses, around two-thirds in all
(64%) were Semantic-Pragmatic, followed by nearly one-quarter Morphological
responses (22.6%), with other types of responses together accounting for under 10%,
including Syntagmatic (6.2%) and Morphophonological (2.6%). Taken together, this
yields a very similar picture to the one depicted in Figure 13 for the Single Associations.

As opposed to the Single Association task, not all of the independent variables
had significant effects on the overall distribution of the results. Significant effects
emerged for Root and Familiarity/Frequency but not for Concreteness and Age. The
effect of Familiarity/Frequency, as the most salient effect, is considered further below.
Figure 33 shows the effect of Familiarity/Frequency on overall responses on the Multiple
Associations task, excluding the residual category of “Miscellaneous” with response-
types labeled as follows: Sem=Semantic-Pragmatic; Mor=Morphological;
Mph=Morphophonological; Syn=Syntagmatic.
Figure 33: Effects of Familiarity/Frequency on Overall Responses to Multiple Associations

A chi-square test for independent samples revealed significant effects for Familiarity/Frequency ($\chi^2(3, N=5,285)=1055.413, p<.001$), as follows: High-F nouns received significantly more Semantic-Pragmatic and Syntagmatic associations than Low-F nouns, while Low-F nouns received significantly more Morphological and Morphophonological associations than High-F nouns.

As for interactions between Age and the other independent variables, $\chi^2$ tests revealed an interaction between Age and the independent variables of Root and Familiarity/Frequency and no interaction between Age and Concreteness. The interaction of Age and Familiarity/Frequency is shown in Table 26, with response-types labeled as follows: Sem=Semantic-Pragmatic; Mor=Morphological; Mph=Morphophonological; Syn=Syntagmatic.

Table 26 shows the interaction in percentage of responses between Age and Familiarity/Frequency ($6^{th}$ Grade, $\chi^2(3, N=5,285)=228.829, p<.001$, $10^{th}$ Grade, $\chi^2(3, N=5,285)=397.004, p<.001$, Adults, $\chi^2(3, N=5,285)=462.134, p<.001$).

<table>
<thead>
<tr>
<th>Type of Response</th>
<th>6th Grade</th>
<th>10th Grade</th>
<th>Adults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High-F</td>
<td>Low-F</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sem</td>
<td>Mor</td>
<td>Mph</td>
</tr>
<tr>
<td>6th Grade</td>
<td>73.2</td>
<td>17.5</td>
<td>0.7</td>
</tr>
<tr>
<td>10th Grade</td>
<td>76.9</td>
<td>15.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Adults</td>
<td>76.8</td>
<td>13.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table 26: Interaction Age X Familiarity/Frequency, Free Associations -- Multiple
Table 26 shows that high-F nouns fail to reveal marked differences between the Age groups. On the other hand, low-F nouns showed a sharp increase in the use of Semantic-Pragmatic responses, accompanied by a sharp decrease in Morphological responses between the 6th and 10th Grade.

Moving to the Semantic-Pragmatic responses, which accounted for over three thousand responses [N=3,335], about two-thirds of the responses overall, their internal distribution is described in Figure 34.

![Figure 34: Overall distribution of Semantic-Pragmatic Responses on Multiple Associations [N=3,335]](image)

As in the Single Associations task, the highest proportion of Semantic-Pragmatic responses (47.6%) were Frame Related, followed by Categorically Related (35.5%) responses. Unlike the Single Association task, however, Hierarchically Related responses (11.7%) followed, with Semantically Mediated responses yielding the lowest percentage of responses (5.3%).

All four independent variables – Root Transparency, Familiarity/Frequency, Concreteness, and Age -- had significant effects on the type of Semantic-Pragmatic responses, as was the case in the Single Associations task. The most salient effects, for Familiarity/Frequency and Concreteness, are detailed in Figures 35 and 36, with response-type labeled as follows: Cat= Categorically Related; Hie=Hierarchically Related; Fra=Semantic-Pragmatic Frame Related; Med=Semantically Mediated;
A chi-square test for independent samples revealed significant effects of Familiarity/Frequency (χ²(3, N= 3,335 = 890.075, p < .001) as follows: High-F nouns yielded more Categorically and Frame Related Semantic Pragmatic responses, while Low-F nouns yielded mainly Semantically Mediated responses and fewer other types of responses compared to those with a high F score.

A chi-square test for independent samples revealed significant effects of Concreteness (χ²(3, N= 3,335)= 88.204, p <.001) as follows: Concrete nouns yielded mostly Frame Related responses, while Abstract nouns yielded more Categorically Related responses and fewer Frame Related responses.

As for the internal composition of Categorically related responses, their overall distribution was almost identical to those on the Single Associations task, thus: Synonyms accounted for almost two-thirds (60.6%), Co-hyponyms accounted for more
than one-third (38%), and the rest were Antonyms. Unlike the Single Associations task, there were not significant effects of Root, Familiarity/Frequency and Age on the internal distribution of the Categorically Related responses. A significant effect of Concreteness was found, as described below.

Figure 37 shows the effect of Concreteness on the distribution of Categorically Related responses on the Multiple Associations task. Antonyms were not included in this analysis, since here, too, they were few and far between.

Figure 37: Effects of Concreteness on Categorically Related Responses to Multiple Associations

A chi-square test for independent samples revealed significant effects of Concreteness ($\chi^2(1, N=1,199)= 141.339, p <.001$) as follows: As in the Single Associations task, there was a difference between Abstract nouns, which yielded markedly more Synonyms and fewer Co-hyponyms, and Concrete nouns, which yielded relatively far more Co-hyponyms. This contrast was far more marked, however, than in the Single Associations task.

Moving to Morphological responses, Figure 38 describes the overall distribution of over one thousand morphologically Root-based responses [N=1,192]
Figure 38: Overall Distribution of Morphological Responses on Multiple Associations [N=1,192]

Figure 38 shows that Semantically Related responses accounted for three-quarters (74%) of the Morphological, Root-related responses, followed by one-fifth (20.5%) responses that had a shared Root but were Semantically Unrelated. The other residual category, which accounted for less than 5% of the responses, included inflectional responses or responses with non-existent items or errors in root identification. These trends are similar to those found on the Single Associations task, but the proportion of Semantically Related morphological responses is higher by 20%, while the difference between Related and Unrelated responses is far more marked.

As for the effect of the independent variables on Morphologically related responses, unlike the Single Associations task, there were no effects for Familiarity/Frequency, but as in the Single Associations, there were significant effects of Root, again much more dramatic.

Figure 39 shows the effect of Root Transparency on the Morphological responses on the Multiple Associations task with response-types labeled as follows:
Rel=Semantically Related; Unrel=Semantically Unrelated
Figure 39: Effects of Root Transparency on Morphological Responses to Multiple Associations

A chi-square test for independent samples revealed significant effects of Root ($\chi^2(1, N=1,192)=61.097, p<.001$) as follows: Full Roots yielded a more balanced distribution of responses, while Defective Roots yielded more Semantically Related than Semantically Unrelated responses.

The distribution of responses on the Multiple Associations task by Lexico-grammatical Category was nearly identical to that of the Single Associations task and so will not be detailed here. The effect of Age on the overall distribution of Lexico-Grammatical Categories was also almost identical ($\chi^2(10, N=5,285)=239.179, p<.001$), with a sharp Age-related increase in proportion of nominal responses from 6th to 10th grade, with the youngest children giving relatively more verbal and idiosyncratic “other” type responses.

Analyses by Number and Order of Responses

Number of responses on the Multiple Associations task ranged from 1 to 8, with a mean of 2.23 (SD=1.399), as shown in Figure 40.
Nearly 40% (39.8%) of the items on the task were given a single response, slightly more than a quarter (26.5%) were given two associations, while less than 20% yielded three associations (17.5%), and only around 15% of participants giving over 3 responses, with a proportional decrease in number of respondents giving 4 or more responses, such that the fewest participants gave the maximal number of 8 associations.

A T-test for independent samples revealed a significant effect of Frequency ($t(2347)= 5.39$, $p<.001$) as follows: High-F nouns received significantly more associations ($M= 2.33$, $SD= 1.477$) than Low-F nouns ($M= 1.95$, $SD= 1.133$).

A one-way ANOVA revealed a significant effect of Age ($F(2, 2346)= 217.139$, $p<.001$) as follows: Adults gave more associations ($M= 2.92$, $SD= 1.534$), 10th Graders gave fewer associations ($M= 1.98$, $SD= 1.179$), and 6th Graders gave the fewest ($M= 1.63$, $SD= 1.032$). Scheffe’s post-hoc test revealed significant differences between all the Age groups. No significant effects were found for Root or Concreteness.

In order to avoid detailing all response types out of the total pool of over 5,000 associations, it was decided to confine analysis to the first three responses given by the adults. These accounted for as high as over two thousand (2,033) of the adults’ responses, and so can be taken as representative of the range and type of associations in the well-established mental lexicon of mature Hebrew speakers. Figures 41, 42, and 43 show the overall distribution of results on the First, Second, and Third association of the adult population with response-types labeled as follows: Four semantically related response type as follows: Cat= Categorically Related; Hie=Hierarchically Related; Fra=Semantic-Pragmatic Frame Related; Med=Semantically Mediated; and the other
types of responses labeled as follows: Mor=Morphologically Related, Morsem= Morphologically plus Semantically Related; Mph=Morphophonological, Syn=Syntagmatic.

Figure 41: Distribution of First Associations Given by Adults by Response Types, Free Associations -- Multiple [N=857]

Figure 42: Distribution of Second Associations Given by Adults by Response Types, Free Associations -- Multiple [N=714]

Figure 43: Distribution of Third Associations given by Adults by Response Types, Free Associations -- Multiple [N=462]
In sum, the responses to the Multiple Associations given by adults show two main changes in the internal distribution of associations between their first, second and third associations: (1) an increase in the proportion of Frame Related associations followed by a concomitant decrease in Categorially Related associations, and (2) a decrease in Morphologically plus Semantically related associations.

5.2. Summary and Interim Discussion – Association Tasks

This section provides an integrative summary and discussion of the results on the two associations tasks, Single and Multiple, taken together. Major trends are first reviewed, followed by consideration of the impact of the independent variables of Root, Familiarity/Frequency, Concreteness, and Age.

Summary of Main Findings - Association Tasks

(1) Responses on the Single Association Task and on the Multiple Associations Task were largely congruent, demonstrating the high internal reliability of the experimental design applied here. However, analysis of the first, second, and third associations of the adult population revealed shifts in the relative weight of categories of responses as a function of the serial number of the association.

(2) As in the tasks of Relatedness between words, two-thirds of the overall responses on both tasks were semantic-pragmatic, followed by almost a quarter of morphological responses, while morphophonological and syntagmatic responses accounted for less than 10% of the responses overall.

(3) A closer inspection of the semantic-pragmatic category yields the following distribution: Almost half were frame-related, followed by categorially related, semantically mediated, and then hierarchically related responses. The categorially related responses manifested the following internal distribution: co-hyponymic responses accounted for the majority, followed by synonyms, and then by antonyms as a residual category.

(4) All of the independent variables (Root, Familiarity/Frequency, and Concreteness and Age) had significant effects on the results, as follows.
Root Effects

Root transparency turned out to play an important role in the mental lexicon of Hebrew, as reflected by the tasks of Associations. First, nouns derived from full roots were given far more morphological and syntagmatic associations than nouns derived from defective roots, while the latter were given more semantic-pragmatic and morphophonological associations than nouns derived from full roots. This trend interacted with age in the following ways: (1) The difference was more marked in the two younger age groups; (2) there was a gradual increase with age in syntagmatic responses to full roots; and (3) there was a gradual decrease with age in morphophonological responses to defective roots.

Root transparency also had an effect in other respects as well, thus: (1) semantically mediated responses were commoner with nouns derived from full than defective roots; (2) categorically related responses were given to more nouns from full roots and mediated responses more to defective roots; (3) morphological responses showed particularly strong root effects in both the Single and Multiple Associations tasks, as follows: Full roots yielded a more balanced distribution between semantically related and unrelated responses, while defective roots yielded more semantically related than unrelated responses.

In sum, this complex picture of effects of interactions points to the differential role of full as against defective roots in the mental lexicon of Hebrew. Hebrew speaker-writers appear to treat full roots as an anchor or as solid ground for further psycholinguistic processes, such as root extraction, seeking other root-related words, or even providing a categorical or syntagmatic response more easily. Participants’ morphologically related but semantically unrelated responses on the tasks of Associations reveals a “full root bias” that may lead Hebrew speakers to erroneous interpretations, based only on a shared skeletal root, as further discussed in Chapter IV (Section 2.1). Defective roots display a very different picture. First, Hebrew speakers are not sure about the three radical elements constituting the abstract historical root, and so shift to morphophonological responses, based on a distinct but superficially similar root and/or on a shared morphological pattern or prosodic template. Second, defective roots have a uniquely problematic status in the mental lexicon of Hebrew: On the one hand, words comprised of defective roots are recognized by Hebrew speakers-writers as
Hebrew words (unlike loan or foreign words) but, on the other hand, their root is phonologically opaque, hence ambiguous, so weakening the status of the word as a starting point for further psycholinguistic processing. This relative “weakness” or equivocal nature of the defective root restricts of Hebrew speaker-writers’ tendency to freely apply structural operations. In consequence, they prefer to adhere to semantically related words, unlike the strategies that they employ with full roots. Third, and importantly, this differential impact of root transparency/opacity is far more salient among the younger children, who rely more heavily than older participants on the scaffolding provided by the canonical three-consonantal root in order to proceed with further psycholinguistic processes.

Familiarity/Frequency Effects
As predicted, familiarity/frequency likewise exerted major effects on the associations tasks, both quantitatively and qualitatively, and this variable, too, yielded strong interactions with the other independent variables. In fact, the F-score variable had a strong effect across the board, on responses to both the Single and Multiple Associations tasks, which was not invariably the case for the other independent variables.

High-F nouns displayed the following patterns when compared with Low-F items: significantly higher proportions of (1) semantic-pragmatic and syntagmatic associations and (2) categorically and semantic-pragmatic frame-related responses; (3) responses that were not only morphologically but also semantically related to the input nouns; and (4) a greater number of associations on the Multiple Associations task. In contrast, Low-F nouns received significantly more (1) morphological and morphophonological associations, (2) semantically mediated responses, and (3) morphologically related but semantically unrelated responses.

Further, there was a strong interaction with development, with a gradual age-related increase for High-F nouns in proportion of semantic-pragmatic associations and a concomitant decrease in morphological associations with age. Moreover, the youngest group of 6th-graders differed most markedly from the two other groups in the impact of familiarity/frequency.
In sum, the factor of familiarity/frequency had a very strong impact on form-meaning mapping in the mental lexicon as reflected in the associations tasks, with a shift towards meaning relations for familiar/frequent items and in the opposite direction towards structural relations in the case of unfamiliar/infrequent items. The innovative facet of this study lies in demonstrating the role of Hebrew morphology as a “tool-kit”, a part of the readily accessible structural inventory of Hebrew speaker-writers from a young age when confronted with unfamiliar/infrequent lexical items. On the other hand, these findings suggest that morphology plays a less salient role in reading familiar/frequent words in Hebrew. This tendency to parse Low-F words and to refer to High-F words as wholes corroborates the findings of Hay & Baayen (2001), who found similar trends in English.

The strong interactions found with age are in line with correlations found between the factor of Frequency and the factor of Age of Acquisition in the literature (Bird et al, 2001; Bonin et al, 2004; Colombo & Burani, 2002; Morrison, Chappell & Ellis, 1997; Reily, Chrysikou & Ramey, 2007). Not only are Familiar/Frequent words acquired earlier in life, but their acquisition is a lengthy and protracted process, in which unfamiliar/infrequent items gradually become more established and thus more Familiar/Frequent in the mental lexicon during development.

Concreteness Effects
The variable of concreteness had an impact on the results as follows: (1) Concrete nouns received more semantic-pragmatic associations; (2) within semantic-pragmatic responses, concrete nouns yielded more semantic-pragmatic frame-related responses; and (3) within categorically related responses, concrete nouns yielded more co-hyponyms. Abstract nouns, in contrast, received far more morphological and syntagmatic associations, more categorically related responses, and markedly more synonyms and fewer co-hyponyms. Interaction of this factor with Age also emerged, so that (1) the youngest population gave fewer syntagmatic associations to abstract nouns than their adult counterparts and (2) these different paths in processing concrete compared with abstract nouns seem to consolidate during adolescence, with an age-related increased distinctiveness between the two types of nouns towards adulthood.
In sum, these results challenge the accepted notion of a simple “concreteness effect” as defined by various psycholinguistic measures (see Chapter I, Section 2.2), generally interpreted as a straightforward advantage of concrete over abstract words. The findings of this study suggest that what is at play here is, rather, a “differential concreteness effect”, not necessarily just in the form of an advantage of concrete over abstract words, but rather as shaping two distinct trajectories in the mental lexicon – one for concrete and another for abstract nouns -- a differentiation that, moreover, consolidates with Age.

Age / Developmental Effects
The factor of age had a powerful impact on the associations given in this study, revealing strong interactions with all the other word-internal independent variables. This is revealed by age-related increases not only in number of associations but also, qualitatively, in the proportion of (1) meaning associations, (2) categorial associations out of meaning associations, and (3) synonyms out of categorial relations, as well as (4) semantically mediated responses, (5) syntagmatic responses, (6) semantically related morphological responses, and (7) lexico-grammatically nominal responses. These trends were accompanied by a concomitant decrease with age in (1) structural associations, (2) hierarchical responses out of the meaning associations, (3) co-hyponymic responses out of the categorial associations, (4) semantically unrelated morphological responses, and (5) verb-based and idiosyncratic responses in terms of grammatical category.

The interaction of age and the three other independent variables manifested heavy reliance overall on: (1) full as against defective roots, (2) familiar/frequent as against unfamiliar/infrequent items and (3) concrete as against abstract nouns. These trends in turn had a marked effect on types of responses and internal distributions of sub-types of responses, such that differences were far more dramatic in the younger populations in terms of breakdowns of the independent variables by age.

Thus, the youngest age group, the 6th graders, differed markedly from the older participants in the following ways. Members of this group (1) gave significantly fewer associations on the Multiple Associations task, (2) revealed the strongest interactions with all the other independent variables, (3) gave fewer semantically mediated responses,
fewer semantic-pragmatic frame-related responses, and fewer syntagmatic responses to
abstract nouns, and (4) gave more hierarchically related responses, more mediated
responses to words derived from full roots, more morphological responses to Low-F
items, more semantically unrelated morphological responses, and more verb-like and
idiosyncratic responses in terms of grammatical category.

Overall, all three groups revealed age-related changes in nearly every facet of
these analyses, confirming the prediction for changes in and consolidation of the mental
lexicon across adolescence. These radical changes in quantity and quality of associations
go well beyond the a priori assumptions underlying the study, leading to a
reconsideration of the important role of psycholinguistic factors in shaping the
developmental trajectory of later language acquisition. The high dependency on root
completeness, for example, is in no way obvious, since pre-adolescent 6th graders are
typically considered quite maturely proficient native speakers, at least in their command
of morphological structure. Yet far from demonstrating schoolchildren’s mature mastery
of their native-language structural “tool-kit”, results of the current analyses indicate that,
while clearly native-like in their dependence on Hebrew morphology as an important
component of this assembly of appliances, they are unable to cope proficiently with a
lack of canonicity, and so are at a loss when the “tool-kit” fails to work as expected
(Berman, 2004)

6. Sentence Construction
This task required participants to compose sentences containing the test stimuli, as
explained in Chapter II (Part B, Section 1.3). The task had 20 items, selected from the
Concreteness subset, 10 Concrete and 10 Abstract, 12 from Full Roots and 8 from
Defective Roots. Ten of the stimuli were High-F nouns and the other 10 were relatively
Unfamiliar/Infrequent, having the lowest F scores on the Concreteness subset.

The statistical analyses employed in this test were χ² tests, since both the
dependent and independent variables were nominal. In case of significant results, further
χ² tests were performed in order to identify the sources of interactions. Coding categories
are described in Section 6.1 below, followed by a description of results (6.2), and then
summarized and briefly discussed (6.3).

6.1. Coding Categories
Three independent analyses were employed in this task, as detailed below: Level of Understanding revealed by the sentences, types of Modifiers used with the input noun, and the syntactic Position of the input noun.

**Level of Understanding:** This analysis specified whether and to what extent the sentence showed that the respondent knew the meaning of the input item on a four-point scale, as follows:

1. **Full Understanding** – The sentence respondent clearly understood what the input item meant (e.g., *ha-emuna xašuva u-meafšeret optimiyut* ‘belief is important and (it) enables optimism’ for the input item *emuna* ‘belief, faith”).
2. **Vague** – It was not clear whether the respondent knew the meaning of the input item or not (e.g., *hayinu bemacav šel ba’arut* ‘We were in a state of ignorance’ for the input item *ba’arut* ‘ignorance’).
3. **No Understanding** – The response sentence indicated that the respondent did not understand what the input item meant (e.g., *la-gafrur yešna ba’arut gdola* ‘A match [for igniting] has great ignorance’ to the input item *ba’arut*. The respondent clearly interpreted the word *ba’arut as be’era* ‘fire’ from the same root *b-’r* as the input item.
4. **Miscellaneous** – For responses that either were not in the form of a sentence or did not contain the input item.

**Modifier:** This analysis focused on the noun phrase of the input item, in terms of whether and how it was modified, as follows:

1. **No Modifier** (e.g., *emuna* ‘belief, faith’)
2. **Grammatical Modifier** – determiners, quantifiers, and possessives (e.g., *ha-emuna šeli* ‘the-belief of-me=my belief’, *kcat emuna* ‘little [=not much] faith’).
3. **Lexical Modifier** – nouns, adjectives, prepositional phrases, and/or relative clauses following the input noun (e.g., *emuna ba-el* ‘faith in-God’, *emuna xazaka* ‘belief strong=strong belief’, *emuna še-acliax be-veit ha-séfer* ‘(a) belief that I’ll-do-well at school’).

**Noun Position:** This examined the position of the input noun in the sentence, as follows:
(1) Pre-verbal position – e.g., *emuna be’emunot tfelot hi tipšīt* ‘belief in superstitions is foolish’.

(2) Post-verbal position – e.g., *yeš lo emuna xazaka ba-yahadut* ‘he has (a) strong belief in Judaism’.

6. 2. Findings

The first part of the results describes the level of understanding revealed by the sentences that were constructed. Figure 44 describes the overall distribution of responses.

![Figure 44: Overall Distribution of Responses in Terms of Level of Understanding on Sentence Construction across the Population [N=1,599]

Figure 44 shows that the overwhelming majority of the sentences (85.4%) revealed Full Understanding of the input noun, relatively few (9.9%) manifested No Understanding, and the rest were residual categories, accounting for less than 5% of the responses.

Examination of the effect of the independent variables on level of understanding revealed significant effects for all four factors -- Root, Familiarity/Frequency, Concreteness and Age -- as detailed in Figures 45-48 respectively, with response-types labeled as follows: Full=Full Understanding; Vague=Vague; No=No Understanding; Misc=Miscellaneous.
A chi-square test for independent samples revealed a significant effect for Root ($\chi^2(3, N=1,599)=23.632, p<.001$), as follows: Nouns derived from Full Roots were more fully understood than nouns derived from Defective Roots.

A chi-square test for independent samples revealed a significant effect for Familiarity/Frequency ($\chi^2(3, N=1,599)=296.108, p<.001$) as follows: High-F nouns were far better understood than Low-F nouns.
Figure 47: Effects of Concreteness on Level of Understanding on Sentence Construction

A chi-square test for independent samples revealed a significant effect for Concreteness ($\chi^2(3, N=1,599)=10.974, p<0.05$), showing very slight differences between nouns that were plus or minus Concrete.

Figure 48: Effects of Age on Level of Understanding on Sentence Construction

A chi-square test for independent samples revealed a significant effects for Age ($\chi^2(6, N=1,599)=24.534, p<.001$) as follows: The proportion of fully understood items increased with Age, with a concomitant decrease in the proportion of items that were not understood.

As for interactions between Age and the other independent variables, $\chi^2$ tests revealed an interaction between Age and all the other independent variables of Root, Familiarity/Frequency and Concreteness. The interactions are shown in Tables 27, 28 and 29, with response-types labeled as follows: Full=full Understanding; Vague=Vague; No=No Understanding; Mis=Miscellaneous.
Table 27 shows the interaction, in percentage of responses, between Age and Root (6th Grade, no significance, 10th Grade, χ²(3, N= 1,599)= 14.997, p<.01, Adults, χ²(3, N= 1,599)= 16.027, p<.01).

<table>
<thead>
<tr>
<th>Level of Understanding</th>
<th>Full Roots</th>
<th>Defective Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full</td>
<td>Vague</td>
</tr>
<tr>
<td>6th Grade</td>
<td>81.6</td>
<td>3.3</td>
</tr>
<tr>
<td>10th Grade</td>
<td>88.1</td>
<td>3.7</td>
</tr>
<tr>
<td>Adults</td>
<td>93.5</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Table 27: Interaction Age X Root in Level of Understanding, Sentence Construction

Table 27 shows a distinction between Full and Defective Roots that increases with Age. 10th Graders and Adults show a better understanding of nouns derived from Full Roots and a poorer understanding of nouns derived from Defective Roots.

Table 28 shows the interaction in percentage of responses between Age and Familiarity/Frequency (6th Grade, χ²(3, N= 1,599)=156.113, p<.001, 10th Grade, (χ²(3, N= 1,599)= 100.487, p<.001, Adults, χ²(3, N= 1,599)= 68.884, p<.001).

<table>
<thead>
<tr>
<th>Level of Understanding</th>
<th>High-F</th>
<th>Low-F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full</td>
<td>Vague</td>
</tr>
<tr>
<td>6th Grade</td>
<td>97.7</td>
<td>0.7</td>
</tr>
<tr>
<td>10th Grade</td>
<td>98.0</td>
<td>0.7</td>
</tr>
<tr>
<td>Adults</td>
<td>100.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 28: Interaction Age X Familiarity/ Frequency in Level of Understanding, Sentence Construction

Table 28 shows that there are no Age-related changes for High-F nouns, but Low-F nouns reveal a marked increase in Level of Understanding with Age and a concomitant decrease in “No understanding” responses.

Table 29 shows the interaction in percentage of responses between Age and Concreteness (6th Grade, χ²(3, N= 1,599)= 9.195, df=3, p<0.05, 10th Grade, χ²(3, N= 1,599)= 10.994, p<0.05, Adults, no significance).

Table 29: Interaction Age X Concreteness in Level of Understanding, Sentence Construction

Table 29 shows the interaction in percentage of responses between Age and Concreteness (6th Grade, χ²(3, N= 1,599)= 9.195, df=3, p<0.05, 10th Grade, χ²(3, N= 1,599)= 10.994, p<0.05, Adults, no significance).
Table 29: Interaction Age X Concreteness in Level of Understanding, Sentence Construction

Table 29 shows different trajectories for the two types of nouns: Concrete nouns have a relatively marked increase between 6th and 10th Grade, while Abstract nouns show a marked increase between 10th Grade and Adults.

The next analysis considered modification of the nouns in the sentences constructed with them. Figure 49 describes the overall distribution of responses.

Figure 49: Overall Distribution of Modifiers in Sentence Construction across the Population [N= 1,378]

Figure 49 shows that in almost two-thirds (60.4%) of the sentences, the input noun was used without any Modifiers, over one-quarter (28%) had a Lexical Modifier, and approximately one tenth had a Grammatical Modifier (11.4%).

Examination of the effect of the independent variables on modifiers revealed significant effects for the independent variables of Root, Concreteness, and Age, as detailed in Figures 50 to 52 respectively, with response-types labeled as follows: No=No Modifier; Grammatical=Grammatical Modifier; Lexical=lexical Modifier.
A chi-square test for independent samples revealed significant effects for Root ($\chi^2(1, N= 1,599)= 13.624, p<.05$) as follows: Nouns derived from Full Roots had fewer modifiers, while nouns derived from Defective Roots had more.

A chi-square test for independent samples revealed significant effects for Concreteness ($\chi^2(1, N= 1,599)= 74.291, p<.001$) as follows: Concrete nouns had fewer modifiers and Abstract nouns had more Grammatical and Lexical modifiers.

A chi-square test for independent samples revealed significant effects for Age ($\chi^2(1, N= 1,599)= 28.491, p<.001$) as follows: 6th Grade nouns had fewer modifiers and Adults had more Grammatical and Lexical modifiers.
A chi-square test for independent samples revealed significant effects for Age ($\chi^2(4, N= 1,599)= 28.364, p<.001$) as follows: There was an increase in the amount of Lexical Modifiers with Age and a concomitant decrease in the amount of unmodified and grammatically modified nouns.

As for interactions between Age and the other independent variables, chi-square tests revealed an interaction between Age and Root and Age and Concreteness. The interactions are shown in Tables 30 and 31 with response-types labeled as follows: No=No Modifier; Grammatical=Grammatical Modifier; Lexical=Lexical Modifier.

Table 30 shows the interaction in percentage of responses between Age and Root (6th Grade, $\chi^2(2, N= 1,599)= 13.549, p<.05$, 10th Grade, no significance, Adults, $\chi^2(2, N= 1,599)= 6.907, p<.05$).

<table>
<thead>
<tr>
<th>Modifier</th>
<th>6th Grade</th>
<th>10th Grade</th>
<th>Adults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
<td>Grammatical</td>
<td>Lexical</td>
</tr>
<tr>
<td>Full Roots</td>
<td>74.0</td>
<td>12.6</td>
<td>13.5</td>
</tr>
<tr>
<td>Defective Roots</td>
<td>62.6</td>
<td>11.3</td>
<td>26.2</td>
</tr>
</tbody>
</table>

Table 30: Interaction Age X Root by Modifiers, Sentence Construction

Table 30 shows an increase in Lexical Modifiers and a concomitant decrease in unmodified nouns with Age for both types of Root. The difference between the Root types lies in distinct developmental trajectories: for Full Roots the marked change takes place between 6th and 10th Grade, while for Defective Roots this change occurs between 10th Grade and Adults.

Table 31 shows the interaction in percentage of responses between Age and Concreteness (6th Grade, $\chi^2(2, N= 1,599)= 31.856, p<.001$, 10th Grade, $\chi^2(2, N= 1,599)= 25.528, p<.001$, Adults, $\chi^2(2, N= 1,599)= 20.913, p<.001$).

<table>
<thead>
<tr>
<th>Modifier</th>
<th>Concrete</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
<td>Grammatical</td>
</tr>
<tr>
<td>Full Roots</td>
<td>75.0</td>
<td>5.4</td>
</tr>
<tr>
<td>Defective Roots</td>
<td>71.1</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Table 31: Interaction Age X Concreteness by Modifiers, Sentence Construction
Table 31 shows that (1) for both types of nouns, there is a gradient increase in the Lexical Modifiers with Age, (2) for Concrete nouns, there is a decrease in unmodified nouns with Age, and (3) for Abstract nouns, the Age-related decrease is in proportion of Grammatical Modifiers.

The third part of the results analyses the position of the input nouns in the sentence -- Pre-verbal or Post-verbal. Figure 53 describes the overall positions of the nouns.

*Figure 53: Overall Distribution of Nouns by position in Sentence Construction across the Population [N= 1,378]*

Figure 53 shows that over half (55%) of the nouns were in Post-verbal position and the rest (45%) in Pre-verbal position.

Examination of the effect of the independent variables on the position of the noun revealed significant effects for the independent variables of Root, Frequency and Concreteness, as detailed in Figures 54-56.

*Figure 54: Effects of Root Transparency on Noun Position on Sentence Construction*
A chi-square test for independent samples revealed significant effects for Root ($\chi^2(1, N=1,378)=32.638, p<.001$) as follows: Nouns derived from Full Roots occurred more often Post-verbally, while nouns derived from Defective Roots were more common in Pre-verbal position.

![Figure 55: Effects of Familiarity/Frequency on Noun Position on Sentence Construction](image)

A chi-square test for independent samples revealed significant effects for Familiarity/Frequency ($\chi^2(1, N=1,378)=12.467, p<.001$) as follows: For High-F nouns, the division between pre-verbal and post-verbal position was pretty much the same, whereas Low-F nouns showed a preference for Post-verbal position.

![Figure 56: Effects of Concreteness on Noun Position on Sentence Construction](image)

A chi-square test for independent samples revealed significant effects for Concreteness ($\chi^2(1, N=1,378)=8.931, p<.01$) as follows: Concrete but not Abstract nouns showed a preference for Post-verbal position.

As for interactions between Age and the other independent variables, $\chi^2$ tests revealed an interaction between Age and Root and Age and Familiarity/Frequency. There
was no interaction of Age and Concreteness. The interactions are shown in Tables 32 and 33.

Table 32 shows the interaction in percentage of responses between Age and Root (6th Grade, $\chi^2(1, N=1,378)= 18.613$, p<.001, 10th Grade, $\chi^2(1, N=1,378)= 10.859$, p<.001, Adults, $\chi^2(1, N=1,378)= 6.634$, p<.05).

<table>
<thead>
<tr>
<th>Position of Noun</th>
<th>Full Roots</th>
<th>Defective Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-verbal</td>
<td>Post-verbal</td>
</tr>
<tr>
<td>6th Grade</td>
<td>31.5</td>
<td>68.5</td>
</tr>
<tr>
<td>10th Grade</td>
<td>40.9</td>
<td>59.1</td>
</tr>
<tr>
<td>Adults</td>
<td>42.1</td>
<td>57.9</td>
</tr>
</tbody>
</table>

Table 32: Interaction Age X Root by Noun Position, Sentence Construction

Table 32 shows that (1) for Full Roots there is a preference for Post-verbal position which decreases with Age, mainly between 6th and 10th Grade, and (2) for Defective Roots there is a preference for Pre-verbal position which does not change dramatically with Age.

Table 33 shows the interaction in percentage of responses between Age and Familiarity/Frequency (6th Grade, $\chi^2(1, N=1,378)= 4.248$, p<.05, 10th Grade, $\chi^2(1, N=1,378)= 6.170$, p<.05, Adults, $\chi^2(1, N=1,378)= 5.134$, p<.05).

<table>
<thead>
<tr>
<th>Position of Noun</th>
<th>High-F</th>
<th>Low-F</th>
<th>Low-F</th>
<th>Low-F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-verbal</td>
<td>Post-verbal</td>
<td>Pre-verbal</td>
<td>Post-verbal</td>
</tr>
<tr>
<td>6th Grade</td>
<td>43.6</td>
<td>56.4</td>
<td>31.0</td>
<td>69.0</td>
</tr>
<tr>
<td>10th Grade</td>
<td>51.4</td>
<td>48.6</td>
<td>40.1</td>
<td>59.9</td>
</tr>
<tr>
<td>Adults</td>
<td>50.9</td>
<td>49.1</td>
<td>49.1</td>
<td>58.8</td>
</tr>
</tbody>
</table>

Table 33: Interaction Age X Familiarity/frequency by Noun Position, Sentence Construction

Table 33 shows that (1) High-F nouns reveal a preference for Post-verbal position in the 6th Grade and a roughly equal division in 10th Grade and Adults, while (2) Low-F Nouns reveal is a preference for Post-verbal position that decreases with Age, mainly between 6th and 10th Grade.
6.3. Summary and Interim Discussion

The first analysis, of level of understanding, revealed that the overwhelming majority of the sentences written by respondents reflected good knowledge of the input nouns, in interaction with all the independent variables. Higher percentages of understanding were attained by (1) nouns derived from full roots, (2) familiar/frequent nouns, (3) concrete nouns, and (4) the older age groups.

The second analysis, of noun modification, revealed that a lexical modifier was supplied less in case of (1) nouns derived from full roots, (2) concrete nouns, and (3) younger participants. In contrast, a lexical modifier was more often supplied in the case of (1) nouns derived from defective roots, (2) abstract nouns, and (3) older participants.

The third analysis, of syntactic position, revealed that (1) nouns derived from full roots, (2) concrete nouns, and (3) unfamiliar/infrequent nouns were more likely to appear in post-verbal position, while nouns derived from defective roots and abstract nouns were more likely to appear in pre-verbal position.

These three separate, and essentially unrelated analyses yielded converging evidence for a similar impact of the four independent variables of this study, as follows.

The first independent variable, type of root, had a pervasive influence on every analysis applied, including in interaction with age. Nouns derived from full roots were better understood, required fewer modifiers, and were more likely to appear in post-verbal position, whereas nouns with defective roots were less well understood, required more modifiers and were more likely to appear in pre-verbal position. This strong effect of type of root had not been predicted for this particular task, which involved constructing sentences out of words that are relatively known. The factor of root transparency was expected to affect words in isolation and/or less known words, yet it also proved highly relevant to the task of sentence construction, with the distinction between full and defective roots interacting with age in diverse ways.

The second independent variable, of familiarity/frequency, interacted with the level of understanding of the nouns and with age, as predicted. An unexpected result was the interaction of familiarity/frequency with the position of the input noun in the sentence. The preference for post-verbal position for Low-F nouns can be explained in terms of a syntactic hierarchy along the lines proposed by Keenan & Comrie (1979) for
relative clauses, such that lesser known nouns will be assigned to a lower place on the continuum, that is, to some kind of object or other post-verbal position. The results of this task further suggest that highly familiar/frequent nouns have cognitive and not only structural or linguistic precedence.

The third independent variable, that of concreteness, affected all the analyses performed on the sentence-construction task: Concrete nouns were slightly better understood, less often modified, and occurred more often in post-verbal position than did abstract nouns. Age-related differences were more moderate for concrete nouns, and more dramatic for abstract nouns, yielding two distinct developmental curves, with a sharper rise for abstract nouns.

In general, the variable of age had widespread effects and revealed marked interactions on the sentence-construction task. Younger participants manifested less understanding overall, they used fewer modifiers, and performed better on nouns with full roots, and on nouns that were familiar/frequent or concrete.

In sum, the results of this task reveal an unequivocal interdependence between lexical and syntactic factors. Purely lexical factors such as root transparency, familiarity/frequency, and concreteness had strong effects on the syntactic structure of the sentences – an interface with implications for the mental lexicon that are considered further in the final discussion in Chapter 4 (Section 1.4).

7. Definitions
This task required participants to provide definitions to a set of nouns, as described in Chapter II (Part B, Section 1.5). It consisted of 10 nouns with High-F scores, selected from the concreteness subset, 5 Concrete and 5 Abstract, 6 with Full Roots and 4 with Defective Roots. Coding categories are described in Section 7.1 below, followed by a description of results (Section 7.2), and a summary and interim discussion of findings (Section 7.3).
7.1. Coding Categories

Four independent types of analysis were employed in this task, relating to the following four facets of the responses in (attempting to) provide a definition: Super-ordinate element, Syntactic Structure, Repetition of input item, Basis for definition.

(i) **Super-ordinate Category:** This analysis focused on the presence or absence of a super-ordinate term in the definition as follows:

1. Super-ordinate -- e.g., *raḥit* ‘(piece of) furniture’ for the input item *šulxan* ‘table’.

2. Synonymic/Antonymic expression -- e.g., *ra'ayon* ‘idea’ for the input item *maḵšava* ‘thought’; *ha-héfex mi-zilzul* ‘the opposite of contempt’ for *kavod* ‘respect’.

3. Near synonym, partial or implied synonym -- e.g., *ka’asḥ yeš mašehu ba-roš še-ixošvim alav* ‘when there is something in your head that (you are) thinking about’ for the input item *maḵšava* ‘thought’.

4. Approximate Super-ordinate -- e.g., *ḥaf’alat šrirey ha-móax* ‘activation of the brain muscles’ for *maḵšava* ‘thought’.

5. Semantically Empty, use of a general term instead of a super-ordinate noun -- e.g., *šulxan ze mašehu še-samim alav dvarim* ‘(a) table is something that you put things on’.

(ii) **Syntactic Structure:** This analysis focused on the presence or absence of a Relative Clause, as follows:

1. Relative Clause -- e.g., *parit še-nitan lehaníax alav dvarim* ‘an item on which things can be placed’ for the input item *šulxan* ‘table’.

2. Complex Noun Phrase, including (a) an infinitival complement -- e.g., *kli ezer le-hagbía xafacim...* ‘a means for making objects higher’ for the input item *šulxan* ‘table’;

(b) a nominal complement -- e.g., *yedi’ā muššētet ha-ola be-rošo šel ha-prat...* ‘abstract knowledge that arises in the head of an individual...’; and (c) other modifying elements such as adjectives.

3. No relative clause -- a simple phrase or single word (e.g., *zmaṇ* ‘time for the input item *pnay* ‘leisure’).

4. Miscellaneous –irrelevant or erroneous responses.

(iii) **Repetition:** Whether respondents repeated the root of the input item or the input item itself in the definition, thus:
(1) Root Repetition – Use of another word derived from the same root as the input item -- e.g., ka’ašer yeš māšehu ba-roš še-xošvim alav ‘when there is something in your head that you think about’, containing the plural verb xošvim ‘think’ from the same root x-š-b as the input item maxšava ‘thought’.

(2) Item Repetition -- Repetition of the input item in the definition -- e.g., dimyon ze mašehu še-lo kayam ba-meci’ut ‘imagination is something that does not exist in reality’ for the input item dimyon ‘imagination’.

(iv) Basis of Explanation (for Concrete nouns only): This analysis took into account the features that respondents included in their definitions – perceptual and/or functional.

(1) Physical properties -- description of the object, its shape, color, size, etc. (See (2) below).

(2) Functional -- description of the function of the input item. The following example illustrates both a physical features and a functional description of the input item: rahit bá’al árba ragláyim, be-dérex klal alav menixim xafacim ‘a piece of furniture with four legs, on which people generally place things’ for the input item šulxan ‘table’.

7.2. Findings
The first part of the results describes the analysis of the Super-ordinate category, as detailed in (i). Figure 57 describes the overall distribution of the responses.

![Figure 57](image)

**Figure 57:** Overall Distribution of Responses in Terms of Super-ordinate Category on Definitions across the Population [N= 815]

Figure 57 shows that almost half of the definitions (48.7%) includes a Super-ordinate term, followed by ones with a Synonym or Antonym (17.5%), with an Approximate Super-ordinate (13.1%), Semantically Empty (9.3%), No Super-ordinate
(8.7%), and a residual category of Near Synonyms (2.6%). Significant effects for the Super-ordinate category in definitions were found for the independent variables of Root, Concreteness, and Age, as detailed in Figures 58 to 60, with response-types labeled as follows: Super=Superordinate; Syn=Synonym/Antonym; Near=Near Synonym; Approx=Approximate Super-ordinate; Empty=Semantically Empty; No=No Super-ordinate.

Figure 58: Effects of Root on Super-ordinate on Definitions

A chi-square test for independent samples revealed significant effects for Root $\chi^2(5, N=815)=13.777$, $p<.05$ as follows: There were more Super-ordinates for nouns derived from Defective Roots and more Synonyms/Antonyms for nouns derived from Full Roots. The other differences were marginal.

Figure 59: Effects of Concreteness on Super-ordinate on Definitions

A chi-square test for independent samples revealed significant effects for Concreteness $\chi^2(5, N=815)=147.702$, $p<.001$ as follows: There were markedly more Super-ordinates for Concrete nouns and markedly more Synonyms/Antonyms for Abstract nouns. In the remaining categories, Concrete nouns had more Approximate Super-ordinates while Abstract nouns had more responses in the categories of Near
Synonyms, Semantically Empty, No Super-ordinate.

Figure 60: Effects of Age on Super-ordinate Terms in Definitions

A chi-square test for independent samples revealed significant effects for Age ($\chi^2(10, N= 815)= 118.772, p<.001$) as follows: There were two clear shifts between the 6th and 10th Grade: (1) a marked increase in the use of Super-ordinates, and (2) a concomitant marked decrease in the “Semantically Empty” and “No Super-ordinate” responses.

These analyses of the Super-ordinate element in definitions yielded a picture that could be defined as a hierarchical scale, as follows: (0) No response, (1) Semantically Empty, (2-3) Approximate Super-ordinates and Near Synonyms, (4) Synonym/Antonym, and (5) Super-ordinate. A two-way ANOVA, with Age as a between-subjects factor and Concreteness as a within-subjects factor revealed main effects of Age ($F(2, 812)= 60.353, p<.001$) as follows: Adults scored the highest ($M=3.290, SD= 1.053$) followed by 10th Graders ($M=3.129, SD= 1.132$), and 6th graders scored the lowest ($M=2.201, SD= 1.522$). A Scheffe post-hoc test revealed that the 6th Grade group was significantly different from the other two groups. There were also close to significance effects of Concreteness ($F(1, 799)= 3.284, p=.7$).

As for interactions between Age and the other independent variables on the Super-ordinate analysis, chi-square tests revealed an interaction between Age and Concreteness. For technical reasons, the interaction Concreteness X Age is divided into two tables, for Concrete and Abstract items respectively. Tables 34 and 35 show the interaction between Concreteness (Concrete, $\chi^2(8, N= 815)= 48.894, p<.001$, Abstract, $\chi^2(8, N= 815)= 86.779, p<.001$) and Age (6th Grade, 10th Grade, Adults) in percentage of responses as reflected in the Super-ordinate, with response-types labeled as follows:
Super=Superordinate; Syn=Synonym/Antonym; Near=Near Synonym;
Approx=Approximate; Empty=Semantically Empty; No=No Super-ordinate.

<table>
<thead>
<tr>
<th>Concrete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response</td>
</tr>
<tr>
<td>6th Grade</td>
</tr>
<tr>
<td>10th Grade</td>
</tr>
<tr>
<td>Adults</td>
</tr>
</tbody>
</table>

Table 34: Interaction Age X Concreteness (Concrete) in Super-ordinate, Definitions,

<table>
<thead>
<tr>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response</td>
</tr>
<tr>
<td>6th Grade</td>
</tr>
<tr>
<td>10th Grade</td>
</tr>
<tr>
<td>Adults</td>
</tr>
</tbody>
</table>

Table 35: Interaction Age X Concreteness (Abstract) in Super-ordinate, Definitions

Tables 34 and 35 show that for Concrete nouns, there is shift between the 6th and the 10th Grade expressed by (1) a dramatic increase in use of Super-ordinates and (2) a marked decrease in the “Semantically Empty” and “No Super-ordinate” response types. These developmental lines are by and large consistent with the Super-ordinate element in definitions of Abstract nouns, with the following differences: (1) smaller absolute percentages for Super-ordinates, (2) a more gradual decrease in the “Semantically Empty” response type, and (3) a more marked decrease in “No Super-ordinate” responses.

The second part of the results describes the Syntactic Structure of responses to the definitions task. Figure 61 describes the overall distribution of the responses.
Figure 61: Overall Distribution of Responses in Terms of Syntactic Structure on Definitions across the Population [N= 815 responses]

Figure 61 shows that Relative Clauses accounted for more than a half (57.5%) of the total responses, followed by Complex Noun Phrases (29.4%), followed by No Relative Clause (11.4%) and the residual category of Miscellaneous (1.7%).

The Variables of Concreteness and Age had significant effects on the results as detailed in Figures 62 and 63 respectively with response-types labeled as follows; RC=Relative Clause; NP=Complex NP; No RC=No Relative Clause, excluding the residual category of Miscellaneous.

Figure 62: Effects of Concreteness on Syntactic Structure on Definitions

A chi-square test for independent samples revealed significant effects for Concreteness ($\chi^2(2, N= 815)= 89.075, p<.001$) as follows: Concrete nouns received more Relative Clauses while Abstract nouns received more Complex Noun Phrases and fewer Relative Clauses.
A chi-square test for independent samples revealed significant effects for Age ($\chi^2(6, N=815)=58.388, p<.001$) as follows: There was an Age-related increase in proportion of Relative Clauses and Complex Noun Phrases with a concomitant Age-related decrease in the proportion of the “No Relative Clause” type of response.

As for interactions between Age and the other independent variables in Syntactic Structure, chi-square tests revealed interactions between Age and Root and Age and Concreteness, as detailed in Tables 36 and 37, with response-types labeled as follows: RC=Relative Clause; NP=Complex Noun Phrase; No RC=No Relative Clause. Table 38 shows the interaction between Root (Full, Defective) and Age ($6^{th}$ Grade, $\chi^2(2, N=815)=8.894, p<.05$, $10^{th}$ Grade, no significance, Adults, no significance).

<table>
<thead>
<tr>
<th>Syntactic Structure</th>
<th>Full Roots</th>
<th>Defective Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RC</td>
<td>NP</td>
</tr>
<tr>
<td>$6^{th}$ Grade</td>
<td>52.2</td>
<td>19.1</td>
</tr>
<tr>
<td>$10^{th}$ Grade</td>
<td>63.1</td>
<td>31.2</td>
</tr>
<tr>
<td>Adults</td>
<td>60.2</td>
<td>34.7</td>
</tr>
</tbody>
</table>

Table 36: Interaction Age X Root in Syntactic Structure, Definitions

Table 36 shows that $6^{th}$ Graders, in contrast to the two older groups, constructed fewer definitions with Relative Clauses in response to nouns derived from Full Roots and they constructed fewer Complex Noun Phrases in the definitions they gave to both types of nouns.

Table 37 shows the interaction reflected in the Syntactic Structure of definitions between the variables of Concreteness (Concrete, Abstract) and Age ($6^{th}$ Grade, $\chi^2(2, N=815)=...$)

Figure 63: Effects of Age on Syntactic Structure on Definitions

A chi-square test for independent samples revealed significant effects for Age ($\chi^2(6, N=815)=58.388, p<.001$) as follows: There was an Age-related increase in proportion of Relative Clauses and Complex Noun Phrases with a concomitant Age-related decrease in the proportion of the “No Relative Clause” type of response.

As for interactions between Age and the other independent variables in Syntactic Structure, chi-square tests revealed interactions between Age and Root and Age and Concreteness, as detailed in Tables 36 and 37, with response-types labeled as follows: RC=Relative Clause; NP=Complex Noun Phrase; No RC=No Relative Clause. Table 38 shows the interaction between Root (Full, Defective) and Age ($6^{th}$ Grade, $\chi^2(2, N=815)=8.894, p<.05$, $10^{th}$ Grade, no significance, Adults, no significance).

<table>
<thead>
<tr>
<th>Syntactic Structure</th>
<th>Full Roots</th>
<th>Defective Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RC</td>
<td>NP</td>
</tr>
<tr>
<td>$6^{th}$ Grade</td>
<td>52.2</td>
<td>19.1</td>
</tr>
<tr>
<td>$10^{th}$ Grade</td>
<td>63.1</td>
<td>31.2</td>
</tr>
<tr>
<td>Adults</td>
<td>60.2</td>
<td>34.7</td>
</tr>
</tbody>
</table>

Table 36: Interaction Age X Root in Syntactic Structure, Definitions

Table 36 shows that $6^{th}$ Graders, in contrast to the two older groups, constructed fewer definitions with Relative Clauses in response to nouns derived from Full Roots and they constructed fewer Complex Noun Phrases in the definitions they gave to both types of nouns.

Table 37 shows the interaction reflected in the Syntactic Structure of definitions between the variables of Concreteness (Concrete, Abstract) and Age ($6^{th}$ Grade, $\chi^2(2, N=...$)
815)= 24.693, p<.001, 10th Grade, $\chi^2(2, N= 815)= 24.926, p<.001$, Adults, $\chi^2(2, N= 815)= 44.920, p<.001$.

<table>
<thead>
<tr>
<th></th>
<th>Concrete</th>
<th></th>
<th>Abstract</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RC</td>
<td>NP</td>
<td>No RC</td>
<td>RC</td>
</tr>
<tr>
<td>6th Grade</td>
<td>70.7</td>
<td>15.8</td>
<td>13.5</td>
<td>40.7</td>
</tr>
<tr>
<td>10th Grade</td>
<td>72.9</td>
<td>18.6</td>
<td>8.5</td>
<td>44.4</td>
</tr>
<tr>
<td>Adults</td>
<td>79.2</td>
<td>16.8</td>
<td>4.0</td>
<td>41.8</td>
</tr>
</tbody>
</table>

Table 37: Interaction Age X Concreteness in Syntactic Structure, Definitions

Table 37 reveals a differentiation between Concrete and abstract nouns that consolidates with Age: An Age-related decrease in proportion of “No Relative Clause”, and a concomitant gradual increase in the proportion of Relative Clause for Concrete nouns and in the proportion of Complex NounPhrases for Abstract nouns.

The third part of the results analyses the Repetitions. Figure 64 describes the overall distribution of the responses.

Figure 64: Overall Distribution of Repetitions in Definitions across the Population [N=815]

Figure 64 shows that over three-quarters (77.5%) of the definitions contained No Repetitions of the input item, while almost one-fifth (18.3%) repeated the Root, with the other, residual categories accounting for less than 10% of the responses.

The independent variables of Root, Concreteness, and Age revealed significant effects for Repetition, as detailed in Figures 65, 66 and 67 respectively with response-types labeled as follows; No=No Repetition; Root=Root Repetition; Item=Item Repetition.
A chi-square test for independent samples revealed significant effects for Root ($\chi^2(2, N=815)=60.820, p<.001$) as follows: There were fewer Repetitions to items with Full Roots and more to items with Defective Roots.

A chi-square test for independent samples revealed significant effects for Concreteness ($\chi^2(2, N=815)=27.375, p<.001$) as follows: Abstract nouns were more prone to Repetitions than Concrete nouns.

A chi-square test for independent samples revealed significant effects for Age
\(\chi^2(4, N= 815) = 77.210, p<.001\) as follows: There was an Age-related increase in definitions with No Repetition and a concomitant Age-related decrease in the proportion of Repetitions.

The fourth and final set of results on the definitions tasks relates to the type of explanations given to Concrete nouns, the vast bulk of which (411 = 87.3\%) related to Functional properties. In contrast, only 17\% of the definitions described Physical or Perceptual properties of the input item, while fewer than 4\% mentioned both Physical and Functional properties. There were no interactions with Age for either of these two factors.

7.3. Summary and Interim Discussion
Two independent analyses were conducted of super-ordinate elements and syntactic structure, with results of both factors indicating strikingly similar trends, along the following lines. They both revealed (1) a strong interdependency with concreteness, (2) a strong interdependency with age, (3) an unexpected effect of type of root, and (4) interactions between age and the other independent variables which, taken together, demonstrate a marked distinction between the 6th graders and the two older age groups.

Analysis of repetitions showed a similar effect of all the independent variables: There were fewer repetitions in definitions of concrete nouns, of nouns derived from full roots, and those constructed by older participants. An age-related decrease in the amount of repetitions was predictable, but the effects of root and concreteness on repetitions were less expected, suggesting that these (psycho)linguistic factors play a pervasive role in the construction of coherent, non-redundant definitions.

The fourth analysis, of reference to functional as against physical properties in relating to concrete nouns, showed clearly that functional properties constitute more of a defining feature than physical properties, as earlier suggested in developmental perspective by Keil (1989). Another possible explanation for this finding is item-dependent: Nouns like misparáyim ‘scissors’ or šulxan ‘table’ yielded more definitions with physical properties than nouns that were judged as concrete but which have less clearly specified or more heterogeneous physical composition, such as mazgan ‘air conditioner’ or ma’alit ‘elevator’.
Taken together, results on the definitions task show (1) effects of all the independent variables on almost every analysis applied to this task, and (2) a strong lexico-syntactic interdependency, realized in the effects of (psycho)linguistic factors on the syntactic structure of defining sentences and on avoidance of repetitions.

8. Priming Experiments
In addition to the written test batteries, two priming experiments were conducted, with a short Stimulus Onset Asynchrony (SOA) of 50 ms and a long SOA of 100ms, as described in Chapter II (Part B, Section 2). Results of the two experiments are described below. Recall that for reasons outlined in describing the design of the study (Chapter II, Part B, Section 2) and as further discussed in the conclusion to the study in Chapter IV (Section 1.5), it was decided that – largely for methodological and procedural rather than conceptual reasons -- the priming experiments conducted in the framework of the project documented here be considered as extensive pilot studies rather than as fully-blown pieces of research. Nonetheless, despite the reservations noted earlier, results of the priming experiments referred to in this section suggest food for thought, and yielded several findings that warrant being reported.

8.1. Findings
First, an analysis of the overall accuracy rates in the two experiments across SOA and priming conditions was conducted. A mean accuracy rate was calculated for each participant for each condition of word type (High-F words, Low-F words, and Non-Words), followed by a mixed-model General Linear Model (henceforth GLM). A significant main effect of Familiarity/Frequency on accuracy rate was revealed [F(2, 216)= 758.61, p < 0.001] as follows: Accuracy rates for High-F words were the highest (M= 99.07%, SE= 1.54), followed by those for Non-words (M= 97.07%, SE= 4.46), with the lowest scores yielded by Low-F words (M= 49.48%, SE= 16.60). A Bonferroni post-hoc test revealed that the mean accuracy rate of the High-F targets was significantly higher than that of the Non-words, and the mean accuracy rate of the Non-words was significantly higher than that of the Low-F Targets.
A second analysis examined overall reaction time (RT) in the two experiments across SOA and priming conditions. Only RTs for words were included in this analysis. A mean RT was calculated for each participant for each condition of word type, followed by a mixed-model GLM. A significant main effect of Familiarity/Frequency on RT \[F(2, 216)= 124.5, p < 0.001\] as revealed as follows: RT for High-F words was the shortest \(M= 664.88\text{ms}, SE= 103.89\text{ms}\), followed by the RT for Non-words \(M= 799.05\text{ms}, SE= 204.44\text{ms}\), with the longest RT for Low-F words \(M= 899.36\text{ms}, SE= 219.64\text{ms}\). A Bonferroni post-hoc test revealed that the mean RT of the High-F Targets was significantly shorter than that of the Non-words and that the mean RT of the Non-words was significantly higher than that of the Low-F Targets.

In order to test the priming effects, mean RTs were calculated for each subject in each of the following conditions: Familiarity/Frequency (High-F, Low-F), Root (Full, Defective), Prime Type (Morphological, Semantic, Morpho-Semantic, Unrelated). Each participant was exposed to one of the SOAs (50ms, 100ms). Non-words were not included in this analysis. Trials in which response errors occurred were removed from this sample and trials in which the Z-score of the RT was lower than -2.5 or higher than +2.5 were likewise discarded.

In order to calculate the priming effects for each of the prime types (Morphological, Morpho-Semantic, Semantic), the average response time for each of these conditions was subtracted from the average response time in the unrelated condition for each participant, thus creating three new variables, each of which represents a single priming effect. These three priming effects were calculated separately for each level of Root and Familiarity/Frequency per participant. A mixed-model GLM was used to examine the effect of Familiarity/Frequency (High-F, Low-F), Root (Full, Defective), Prime Type (Morphological, Semantic, Morpho-Semantic, Unrelated) and SOA (50ms, 100ms). A significant main effect of Root \([F(1,48)= 5.12, p<0.05]\) was found, so that the priming effect for Targets derived from Full Roots \(M= 63.24, SE=22.42\) was significantly higher / greater than for Targets derived from Defective Roots \(M= -5.66, SE= 19.89\). In addition, a four-way interaction of Familiarity/Frequency, Root, Prime Type and SOA \([F(2, 96)= 3.78, p< 0.05]\) was revealed. In order to examine this interaction, the data were / observation was split by Familiarity/Frequency.
A General Linear Model of the Low-F Targets revealed a marginally significant effect of the Root \(F(1,48)= 3.681, p= 0.061\) so that the priming effect for Targets derived from Full Roots (\(M=96.49, SE= 41.29\)) was significantly higher / greater than the priming effect of Targets derived from Defective Roots (\(M=-15.93, SE= 37.04\)). In addition, a three-way interaction was found between the Root, the Prime Type and the SOA \(F(2,96)= 3.39, p<0.05\). In order to examine this interaction, the observations were split by SOA. This further analysis yielded a marginal interaction between the Root and the Prime type in the longer SOA of 100 ms \(F(2,40)= 2.71, P= 0.78\). Further, inspection of the effects of the Prime Types in the longer SOA revealed a marginal effect of the Morphological Prime \(F(1,26)= 3.68, p=0.66\), such that the priming effect of Targets derived from Full Roots (\(M= 113.32, SE= 74.06\)) was greater than that of the Targets derived from Defective Roots (\(M= -52.79, SE= 63.5\)). The Morpho-Semantic Prime also revealed a significant effect of the Root \(F(1,29)= 8.66, p<0.01\), such that the priming effect for Targets derived from Full Roots (\(M= 125.59, SE= 55.79\)) was greater than for Targets derived from Defective Roots (\(M= -114.65, SD= 67.73\)).

A General Linear Model of the High-F Targets revealed a marginally significant two-way interaction \(F(2,212) = 2.54, p= 0.081\) between the Prime Type and the SOA. Further analysis of this interaction yielded no significant results. Another significant three-way interaction appeared between the Root, the Prime Type and the SOA \(F(2, 2121) =4.57, p<0.05\). In order to examine this interaction, the observations were split by Root. For Targets derived from Full Roots there were no significant results. For Targets derived from Defective Roots, however, there was a significant effect of the Morphological Prime on the SOA \(F(1, 106)= 10.24, p< 0.005\)), such that the effect of the Morphological Prime in the short SOA (50 ms) (\(M= 48.46, SE= 16.6\)) was greater / larger than that of the Morphological Prime in the long SOA (100 ms) (\(M= -29.73, SE=17.63\)).

The main results of the priming experiments are summarized in Table 38.
<table>
<thead>
<tr>
<th>Familiarity/Frequency</th>
<th>Significant effects of Familiarity/Frequency across the board</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Shorter Reaction times for High-F Targets</td>
</tr>
<tr>
<td></td>
<td>Higher Accuracy Rates for High-F Targets</td>
</tr>
<tr>
<td>Root</td>
<td>Overall larger priming effects for Targets derived from Full Roots than for Targets derived from Defective Roots</td>
</tr>
<tr>
<td>Root X Prime X SOA X</td>
<td>1. Larger effects of Morphological and Morpho-Semantic Primes in the long SOA for Unfamiliar/Infrequent Targets derived from Full Roots than for Targets derived from Defective Roots</td>
</tr>
<tr>
<td>Familiarity/Frequency</td>
<td>2. Larger effects of Morphological Primes for Familiar/Frequent Targets derived from Defective Roots in the short SOA than in the long SOA.</td>
</tr>
</tbody>
</table>

Table 38: Summary of Significant Results on (Pilot) Priming Experiments

8.2. Summary and Interim Discussion

Both analyses of accuracy and reaction times across prime types revealed significant differences between the unfamiliar/infrequent words as against familiar/frequent words and non-words. Unfamiliar/infrequent targets required longer latencies and their accuracy levels indicated that the participants performed their lexical decision at chance levels. These very clear and consistent results provide evidence for the difficulty experienced by Hebrew speakers when morphology and semantics are at odds with one another. Being faced with well-formed Hebrew words constructed out of existing roots and prosodic templates but lacking in an established semantic interpretation evidently causes them considerable uncertainty, as reflected in these results. The high agreement of the accuracy and reaction time measures suggests, further, that the participants in the experiments were reliable, not manifesting a speed-accuracy trade-off phenomenon. The role of frequency in priming experiments is not straightforward; in some studies, it did not have an effect on results (e.g., Fortser & Davis, 1984), while in others it did (e.g., Rajaram & Neely, 1992). The present study did show a clear effect of familiarity/frequency.

Analysis of the priming experiments in terms of reaction times yielded both expected and unexpected results. An effect of familiarity/frequency was expected, but it
was not predicted to play such a prominent role, to the extent that it, in fact, overshadowed the effect of the root. The differential effect of the root and the favoring of full over defective roots was consistent both with the results of the written tasks in the battery and with former priming experiments performed in Hebrew (Frost et al, 2000), highlighting the important role of the full root in lexical processing. Unexpected results were the partial effects of morphological (and morpho-semantic) priming, which appeared (1) for unfamiliar/infrequent targets derived from full roots in the long SOA and (2) for familiar/frequent targets derived from defective rather from full roots in the short SOA. These unexpected results of morphological priming for defective roots are also supported by existing literature on priming effects in Hebrew, which have documented priming effects for full as well as for defective roots (Schiff et al, 2008; Velan et al, 2005). These results seem *prima facie* not to fully conform to the predictions underlying the design of the priming experiments in this study and with findings of other masked-priming studies – in Hebrew as well as in other languages as described in Chapter II (Part B, Section 2.1). A more robust and consistent priming effect was expected to appear for both types of roots, for high and low familiarity/frequency targets, with differential effects of morphology/semantics across SOA's. A detailed examination of the figures yields several possible lines of explanation to this lack of consistency of the priming results, along the following lines. First, difference in software may account for certain of the discrepancies, since the vast majority of masked-priming studies to date employed the DMDX program (Forster & Davis, 1984), whereas the Haifa laboratory uses E-Prime software, which to date has been applied mainly for experiments in semantic priming. This suggests that the E-Prime program may be less compatible for a masked-priming design. One possible source for the discrepancy with the studies of Frost et al could, nonetheless, be the diacritical marks. Frost and his colleagues did not use diacritics at all, whereas in my study, 22 of the 72 Targets (29%) and 53 of the 288 Primes (18%) had minimal diacritical marking for purposes of disambiguation given the great homography in Hebrew (see Chapter I, Section 3.1). The criteria I adopted in this connection may have been too stringent, and the diacritical marks could be reduced even more. This question, too, remains open for further research. A third consideration is the fact that the raw figures indicate that the results of the present study do not in fact differ so very much
from those of Frost et al. The latter consistently obtained 11 to 15 ms priming for root-related words as significant, whereas in the present study, only results of higher than 30 ms were counted as having reached significance. This discrepancy may be due to between-subject variance, reflected in the high standard deviations in our study, which may also have played a role here, and which may be due to the relatively small number of observations obtained in each condition, meaning that there might not have been sufficient measures to reach significance. Another possible explanation for the high interpersonal variance in the present study may also derive from the different conditions that it involved, since it presented participants with a large proportion of unfamiliar/infrequent words, to which they in all likelihood responded very variably, employing different strategies to cope with them in each case.

Two other interesting though unpredicted priming effects are worth noting. First, the fact that there was a significant morphosemantic priming effect for low-F words at the 50 ms condition indicates that semantic processes may be active even at this short duration. The existence of semantic priming at 50 ms is subject to debate, with the research literature divided between reports that found priming effects as against others that failed to find effects for priming at this short SOA (Bueno & Frenck-Mestre, 2008; Diependaele et al, 2009; Marslen-Wilson et al, 2008; Perea & Gotor, 1997). Results of the current study support the view that semantic priming may in some cases appear even with a short SOA. Second, the unexpected finding for morphological priming to familiar/frequent defective roots in the short SOA, together with the negative priming to the same roots in the long SOA, yields a complex picture regarding the status of defective roots in the mental lexicon. On the one hand, they are morphologically partial and hence non-transparent, with the result that even educated, but non-expert Hebrew speakers have difficulty in extracting the full or appropriate set of abstract root radicals in each case. On the other hand, the very fact that they deviate from transparently canonic roots may cause speakers to adhere more closely to morphology in processing them. This is a general trend, which appears across the board in the present study, in the off-line written tests as well as in the on-line priming tasks, as further discussed in Chapter IV (Section 2.1).

This concurrent effect of different types of knowledge and the high activation of various types of connections between words provides evidence for the multi-faceted
nature of the mental lexicon. Taken together, the results of the on-line priming experiment combine with those of the off-line tests to reveal the dynamic nature of lexical processing: In the restricted time-span of priming tasks, all types of relations between words are activated simultaneously, whereas the more monitored contexts and the more conscious strategies of off-line written tasks yield a radically different outcome, in which one particular type of relation is favored.
CHAPTER IV -- DISCUSSION

This concluding chapter provides an integrative discussion of the findings from the different tasks described in the preceding chapter, in relation to the independent variables of the study and their implications for the nature of the mental lexicon in general. The chapter starts with discussion of the key results of the off-line and on-line tests in relation to the *a priori* predictions of the study as well as to prior research in relevant domains (Section 1), followed by conclusions regarding the overall effects of the independent variables of the study (Section 2), commentary on insights on the mental lexicon deriving from the study (Section 3), concluding with delineation of its broader implications and directions for future research (Section 4).

1. **Discussion of Results on the Test Battery**

This section first discusses the results of the written test battery -- Relatedness between Words (Section 1.1), Interpretation in Context (1.2), Free Associations (1.3), and Sentential Use and Definitions (1.4) – followed by discussion of the two priming experiments (1.5), in relation to the predictions guiding the study (as formulated in Chapter II, Part B, Section 1.5) and to prior research in the relevant domains. Each part starts with a brief recapitulation of major trends summarized in the preceding chapter.

1.1. **Relatedness-between-Words Tasks**

Recall that results on the two tasks of Relatedness yielded both shared trends and also some discrepancies between them. The shared trends were (1) preference for familiar/frequent items over unfamiliar/infrequent items and (2) avoidance of phonological distractors. The two tasks differed in the hierarchies of favored responses and in amount and type of interactions, especially with respect to development, since the Multiple-Choice but not the Ranking task showed a clear developmental curve.

The prediction that participants would select more morphological distractors for words with a low F-score was confirmed for the Multiple-Choice task. The second prediction, that the tendency to provide morphological responses to Low-F words would interact with age, was also confirmed for this task. Neither of these two predictions was
confirmed for the Ranking task. Not as predicted, the Ranking task showed overall reliance on morphological distractors, even for familiar/frequent nouns. The second prediction, of interaction of age and reliance on morphology, was not confirmed on this task, either, since participants across the board preferred the morphological distractors. The overall tendency to favor morphological responses (as noted in Chapter III, Part A, Section 2.2) provides strong support for the quite general tendency of Hebrew speakers-writers to rely on morphology as a consistently powerful structural resource. Prior research on Hebrew reveals a “ceiling effect” in school-age mastery of Hebrew derivational morphology in the form of productive recourse to morphologically appropriate but lexically inappropriate responses in experimental conditions (Avivi Ben-Zvi, 2010; Berman, 2000; Levie & Ben-Zvi, 2008; Ravid & Schiff, 2006; Seroussi, 2002). School-age and adolescent participants, like the adults in my 2002 study, for example, who lacked command of the conventionally established form of Hebrew action nominals, typically gave an alternative action nominal, composed of the same root but in a different morphological pattern, resulting in a non-occurrent but morphologically well-formed action nominal. Closely corresponding findings were yielded by Levie and Ben-Zvi’s (2010) study of derived adjectives. The cognitively demanding task of ranking items for level of Relatedness between them may have driven participants to adopt the same strategy as they employed in production tasks, causing them to adhere to morphology as a reliable “fall-back” source of information.

These two tasks, of Multiple-Choice and Ranking Relatedness are, to the best of my knowledge, the first documented experiments attempting to disclose the nature and internal hierarchies of various relations of meaning and/or form in the mental lexicon. Research on English has focused on the two themes of vocabulary and semantic-pragmatic knowledge. Particularly relevant here are two studies of vocabulary knowledge that employed the multiple-choice method in order to assess word knowledge on an implicit level (Anglin, 1993; Durso & Shore, 1991). Importantly, these were administered after participants had failed at tasks requiring a higher, more explicit level of word knowledge, so that multiple-choice tasks were employed mainly for unfamiliar/infrequent words. Another set of studies dealt with various aspects of semantic-pragmatic knowledge in a forced-choice task (Lucariello & Nelson, 1985; Nelson, 1977; Waxman
& Namy, 1997), with participants typically asked what “goes best with” with the experimental item, hence requiring that they choose between two items. For example, a large body of research has examined development of a thematic versus taxonomic preference, following Inhelder and Piaget’s (1964) notion of the “thematic-taxonomic shift” in conceptual-linguistic development (Hashimoto, McGregor & Graham, 2007; Nguyen, 2007; Nguyen & Murphy, 2003; Whitmore et al, 2004). No other study that I know of incorporates semantic, morphological, and phonological relations concurrently, let alone for high-frequency words.

Rather surprising support for the results of the present study of an overall preference of semantic over phonological distractors in the single-choice task comes from the study of Gonnerman et al (2007). Employing the method of cross-modal priming, they found that their participants, young college students, revealed pure semantic priming, but not pure phonological priming. They concluded that this semantic superiority was due to the richness of the semantic system in terms of modalities, which they explain as deriving from the fact that semantic representations incorporate information from various input modalities, whereas phonological information is based on only one single sensory modality. Implications of the factor of semantics with respect to modality is discussed further below (Section 3.3). Another fresh and unpredicted source of support for the relatively low contribution of phonology in Hebrew derives from Cohen-Mimran’s (2009) investigation of correlations between reading fluency and various linguistic factors among grade-school children. The unexpected finding of the Israeli study was that success on the morphological tests was the best predictor of reading fluency, more so than phonological awareness tests, which have long been considered superior as predictors of reading fluency. This finding provides another, typological, explanation for the relative disregard for phonological cues, at least in written Hebrew.

Results of both tasks of relatedness between words in the current study thus clearly demonstrate the dynamic nature of relations between words in general, as sensitive to various psycholinguistic factors and to different task demands.

Two Hebrew-specific points emerge from these results. The first is the clear preference for morphology over phonology on both tasks. Phonology, which has a crucial effect on development of both oral and written language in Hebrew (Ben-David, 2002;
as well as in English (Freyd & Baron, 1982; Reilly, Chrysikou, & Ramey, 2007), is construed by Hebrew speaker-writers as a marginal factor with negligible impact as compared with morphology when assessing relations between words. Further evidence for the weight of morphology in addition to the study of Cohen-Mimran (2009) (in this case, of a consonantal skeleton) is provided by the comparative findings contrasting Spanish- with Hebrew-speaking children, particularly once the latter were familiar with the writing-system of their language (Tolchinsky & Teberosky, 1997). The second interesting observation, one that appears across the board in this study, concerns the dual, and even paradoxical, nature of the Hebrew root. Root transparency (as detailed in Chapter I, Section 3.2, in the description of Hebrew morphology) evidently serves as an anchor for Hebrew speaker-writers for further semantically-driven psycholinguistic processes. The absence of a full three-consonantal root seems to limit the scope of psycholinguistic processing, causing Hebrew speakers to rely even more on structural cues such as are largely lacking in the case of defective roots. In other words, fully established word knowledge appears more readily available for words derived from full roots, whereas the structural deficiency of defective roots narrows down their accessibility to further processing.

1.2. Interpretation-in-Context Task

The presence of a sentential context for unfamiliar/infrequent nouns in this task promoted use of semantic-pragmatic response, unlike in other tasks on the battery, which consisted of words in isolation. All the independent variables interacted with each other and with age in responses to this task showing, once again, that these variables have a strong effect on deriving word meaning from a sentential context. The variable of concreteness had a particularly strong effect, expressed by an advantage for concrete over abstract words in the youngest schoolchildren, and by differential paths for processing concrete and abstract words across the population.

The prediction that the supportive sentential context would motivate participants to rely more on semantic-pragmatic contextual cues in interpreting unknown words was confirmed. So was the second prediction, that this tendency would interact with age. The interactions that emerged for the independent variables of concreteness and root
transparency likewise confirmed the prediction, both interacting with type of response. On the other hand, the complex and manifold properties involved in each of these two factors had an impact beyond what had been expected. Full roots, in line with other tasks on the battery, raised the proportion of semantic responses; defective roots, on the other hand, resulted in a higher proportion of responses that incorporated both structural as well as semantic-pragmatic cues. The same was true for concrete versus abstract nouns: The former elicited a higher proportion of semantic-pragmatic responses, while the latter yielded responses that related morphologically as well as semantically-pragmatically to the input noun.

Considering, next, the results of the Interpretation-in-Context task in relation to relevant prior research, note that the sentential contexts provided in this task were deliberately limited and rather vague, yet nonetheless they were sufficient for the majority of participants to succeed in deriving the meaning of the unfamiliar/infrequent words that they contained. Barsalou (1982), for example, has suggested that words in the mental lexicon encode two types of information, context-independent and context-dependent, with the former a more inherent or core property that emerges in all circumstances, whereas the latter is more sensitive to context. Borrowing Barsalou’s terms, the task at issue here provided participants with context-dependent clues, leaving them to infer the correct meaning for themselves. I interpret my results as revealing a strong relation between context-dependent and context-independent features of words, since participants succeeded in finding the correct meaning of the input items a large part of the time. Along rather different lines, Bolger et al (2008) relate the task of deriving word meaning from context to models of reading comprehension. Although they do not explicitly mention the factor of familiarity/frequency, it stands to reason that learning word-meaning from context involves mainly unfamiliar/infrequent words, whether in the objective or subjective sense of these notions. An important insight emerging from their study is the distinction between deriving word meaning from a context as a relatively conscious process, compared with the more passive nature of incidental word learning. For Bolger and associates, learning the decontextualized meaning of a word was affected by how well the context supported the meaning represented by the target word.
Moreover, studies examining the relative weight of global versus local information in text comprehension (Hess, Foss, & Carroll; 1995) and production (Berman & Nir-Sagiv, 2009), reached similar conclusions regarding the dissociation between global and local information in discourse processing, hence further highlighting the importance of context, even minimal, especially in processing unfamiliar/infrequent words.

Further support for this claim is provided by Chaffin et al.'s (2001) eye-tracking comparison of processing times for high-familiar words, low-familiar words, and non-words in a sentential context: They found that processing of low-frequency words required more time than processing of high-frequency items, and that in the initial stages of reading, low-frequency words were treated the same as non-words, with participants differentiating between words of low-frequency and non-words only at later stages of the reading process. Their findings provide evidence for the difficulties readers have when encountering infrequent or unfamiliar words, which require far more cognitive resources and attentional skills than highly frequent or familiar items. Another result of Chaffin and his associates was the importance of type of context for reading comprehension, such that a neutral context led participants to seek contextual cues elsewhere. Williams and Morris (2004), who extended Chaffin et al.'s study to more advanced stages in reading comprehension using the same paradigm of eye-tracking, found differences in processing times between infrequent/unfamiliar words and novel words. They further found differential effects for words of equal levels of objective frequency but with different subjective familiarity ratings: Processing of more familiar words of low-frequency (e.g., dagger) took less time than of less familiar words (e.g., lance) of the same frequency level, indicating that familiarity measures are more reliable as a tool for assessing word knowledge than occurrences in corpora.

Moving to the semantic-syntactic interface, the study of Shore and Kempe (1999) underlines the importance of the semantics of the sentential context, to the effect that the more constrained the context, the more likely it is that participants will be able to identify all potential words related to the domain in question. In such cases, respondents can exploit their knowledge of the contextual domain as an aid in deciding the correct meaning of the unfamiliar word. This line of reasoning provides one possible explanation
for the differential processing of concrete and abstract nouns in the current study. Concrete nouns, by their very nature, involve a more restrictedly delimited or constrained semantic environment than abstract concepts, which are more open-ended entities and so demand different processing mechanisms (Lyons, 1997; Ravid, 2006b). A second finding of Shore et al. that is directly relevant to the current study is that knowledge about the derivational morphemes out of which the target words were constructed was apparently not helpful to participants in determining their meaning. This finding for English is in marked contrast to results of the current study, in which derivational morphology (the consonantal root, sometimes even the prosodic template or morphophonological pattern) provided participants with important clues in interpretation of unfamiliar/infrequent derived nouns. These clues were sometimes helpful, as in the case of a semantically transparent derived noun like xalécet ‘a rescue boat’ from the root x-l-c ‘rescue’, where participants across the board inferred that xalécet is some kind of entity that rescues. Morphological clues may, however, be misleading, as in semantically opaque, unfamiliar/infrequent derived nouns; for example, when participants encountered the noun gamlon ‘pediment’, which is superficially very similar to the noun gamal ‘camel’, some of them mistakenly thought that gamlon is somehow related to gamal. These examples, together with other findings of the interpretation-in-contexts task in the current study, confirm that derivational morphology plays a crucial role in reading comprehension in general and in deriving the meaning of unfamiliar/infrequent words in particular in the mental lexicon of Hebrew reader-writers. Returning to the developmental factor, Whitmore et al. found that young children and adults alike attend to taxonomic information when inferring the meaning of novel words. This facet of semantic knowledge warrants further research in Hebrew, since it was not included in the current task.

This literature review concludes with detailed consideration of the study of Fukkink, Blok, and De Glopper (2001), since this was the most similar to the current task, and the only developmental study on interpretation of words in context that I encountered. The authors conducted a developmental study of Dutch with 2nd, 4th and 6th graders, who were presented with unfamiliar words embedded in short contexts, and asked to define the target items, half of which were concrete and half abstract. Like the
current study, Fukkink et al found an increase with age in deriving word meaning from context. However, the concreteness effect was evident in their study only for the younger age groups, while the 6th graders, the oldest group in their study, did not show a concreteness effect; this contrasts with the current study, which found concreteness effects in all three age groups, from 6th grade up. Closer inspection of the data-base examined by Fukkink et al reveals possible sources of this discrepancy. First, in number, they assigned only five nouns that they defined as concrete and five others as abstract, with only ten participants in each age group. Second, and more importantly, their so-called concrete words covered two verbs, two adjectives, and one noun. Yet lexico-grammatical category is known to affect concreteness so that, for example, verbs as relational terms are considered more abstract than nouns (Colombo & Burani, 2002; Gentner, 1982; Markman, 1989). Moreover, the English translations of the items used in their test -- tirade, to subside, to shatter, lanky, surreptitious -- are unfamiliar/infrequent but not concrete. In short, Fukkink et al not only relied on a small number of respondents, they failed to control for lexico-grammatical category, nor do they appear to have an adequate characterization of concreteness as a key variable in their study.

In sum, results of the Interpretation-in-Context task in the present study yield both insights that are both novel and consistent with findings from prior research. Earlier studies supporting the current findings were conducted mainly on monomorphemic words in English, whereas the task at hand here was based on morphologically complex items and included the Hebrew-specific facet of root transparency, which turned out to have a significant effect on the results.

1.3. Free Association Tasks

Below follows a brief summary of the main trends of the thousands of responses obtained on these two tasks: (1) The most favored type of association was semantic-pragmatic, taking into account various sub-types of semantic-pragmatic relations; (2) all the independent variables had significant effects on the results; (3) the number of associations was higher to high-F nouns and among mature participants; (4) there were significantly more morphological responses to low-F nouns and among younger participants; (5) concrete nouns manifested a preference for frame-related responses and
co-hyponyms, whereas abstract nouns favored syntagmatic responses and synonyms; and (6) with respect to lexico-grammatical category, there was an increase with age in nominal responses and a concomitant age-related decrease in responses in other lexico-grammatical categories.

The prediction that words with a low F-score would elicit more structural associations and words with a high F-score more semantic-pragmatic associations was confirmed, as was the prediction that this trend would interact with age. The prediction that the multiple-associations task would yield more associations to words with a high F-score than to words with a low F-score and that number of associations would increase as a function of age were also confirmed. The enormous pool of responses turned out to be the source of numerous other, unanticipated insights as well. For example, I had not a priori predicted the active role played by type of consonantal root in structural associations and the interplay of root transparency with meaning and form – in the shape of adherence of full roots to semantics and defective roots to morphology-phonology. Nor were the differential paths of concrete and abstract nouns predicted in full. These unexpected and hence novel finding concerning type of root and the factor of concreteness are discussed in further detail (in Section 2 below) in relation to the overall impact of the independent variables of the study.

Three more specific findings that shed novel light on the developing mental lexicon of Hebrew emerged uniquely in the free-association tasks: Two concern the role of Hebrew morphology in structural and in mediated associations, and the third relates to the unexpected developmental increase in paradigmatic associations. “Clang” or sound associations are defined in the literature as ones that share phonological features with the input noun, to which they are related only by sound, even in the case of written materials. This phenomenon has been discussed in the research literature mainly in relation to young children (Cronin, 2002; Entwisle, 1966; Ervin, 1961; Hoar, 1978), second language learners (Crable & Johnson, 1976; Greindaus & Nienhuis, 2001; Meara, 1978), and mental health patients (Baskak et al, 2008; Bleuler, 1911; Kent & Rosanoff, 1910; Kiang, 2010). For example, young English-speaking children in Cronin’s study gave the associations old and giver to the input nouns cold and river respectively. Hoar gives examples of clang associations of mentally ill adults such as bite to the input noun light
and *goat* to the input noun *go*. In the two studies that investigated associations for low-F words in English, of Chaffin (1997) and Durso and Shore (1991), this phenomenon was labeled “same-sound” by Chaffin (e.g., *armor* to the input noun *paramour*) and “sound-alike” by Durso and Shore (e.g., *orangutan* to the input noun *harangue*). The latter failed to perform a separate analysis of this type of association, but Chaffin found that 14% of associations to unfamiliar words were “same sound”, which he included in the category of non-semantic associations. As for the current study, if only what were defined as morphophonological associations (i.e., either same pattern, rhymes, or partially similar phonology – as specified in Chapter III, Section 4.1) are treated as sound associations, the percentage of such responses to high-F words is less than 1%, very much in line with what Chaffin found, and to low-F words around 6.5%, less than in Chaffin’s study.

It should be noted in this connection that morphology clearly has a strong phonological component, interfacing powerfully with phonology, with the two domains so closely intertwined that it is sometimes difficult to distinguish between them, not only but also in Hebrew. In fact, a prominent school of Hebrew researchers even claims that the source of morphological alternations lies in the domain of phonology and that purely phonological parameters control Hebrew morphology (Bat-El, 1989; McCarthy, 1981; Ussishkin, 2005). This phonological approach to morphology has weak and strong versions: The latter argues for lack of a consonantal root, viewing phonological templates as the single organizing principle of the Hebrew lexicon, whereas a weaker version argues that phonological processes determine the traditional root-pattern interface in Hebrew word-formation (Berent, Everett & Shimron, 2001; Berent & Shimron, 1997). I adopt a relatively conservative approach suggesting that at least part of Hebrew morphological structure can be attributed to a phonological component. If the morphological associations are added to the sound association responses in the present study, the total number of sound / clang associations would come to nearly 10% (9.1%) to high-F words and well over 40% (44.2%) to low-F words! Even if not all of the latter can be attributed purely to phonology, these figures are impressive, revealing the powerful impact of Hebrew morphology in speakers’ responses to unfamiliar/infrequent words.

A second unexpected finding on the Hebrew associations tasks involve those termed “semantically mediated” in our study and “sound-mediated” by both Chaffin and
Durso and Shore. These include Chaffin’s example of spice in response to persimmon via the mediation of cinnamon) and Durso and Shore’s fancy dress to eloquent (via the mediation of elegant). About 10% of all associations on both tasks in the current study were of this type, nearly all to low-F words, for which they came to around 21% altogether, compared to 16% in Chaffin’s study. Comparison of Chaffin’s findings with those of this study reveals discrepancies, for “same-sound” associations and for sound-mediated associations, both of which are relatively lower in the English than in my Hebrew-based study. Two possible explanations can be suggested for this incompatibility. The first relates to respondents’ age: Chaffin’s participants were all adults, whereas in the developmental design of my study, younger participants were found to rely far more on morphological-phonological cues than the adults. A second line of explanation for the discrepancy between the two studies lies in the relative frequency of the input nouns used in each. The first five unfamiliar nouns in Chaffin’s study are: ocelot, organdy, henna, armoire, and persimmon. The first five unknown items in Durso and Shore’s study were aesthetic, ambiance, ambivalent, anathema, and ancillary. These words are relatively more familiar even to me, a non-native speaker of English, than the unfamiliar/infrequent nouns used in the current study in Hebrew. First, the nouns defined as low-F for present purposes were quite generally declared as unknown to around ten native-speaking Hebrew graduate school linguistics majors affiliated with the present research study; second, they were derived by carefully, specially designed procedures for identifying nouns as unfamiliar/infrequent, whereas Chaffin was able, like other researchers on English, to base his selection of words on existing category norms, such as are not available in Hebrew. The implications of this lacuna and how I attempted to cope with it in the present study are discussed in further detail in relation to the independent variables of the study (Section 3.2 below).

The third unexpected result of the association tasks concerns the well-known “syntagmatic-paradigmatic shift” (Inhelder & Piaget, 1958, 1964) concerning differences in the ratio of lexico-grammatical classes between young children and adults in free association tasks. Whereas Inhelder and Piaget found that children under the age of seven years tended to provide syntagmatic associations, from a different lexico-grammatical class (for example, an association in the form of the verb eat to the input noun table),
respondents beyond age seven tended to provide associations in the same lexico-grammatical class (e.g., the noun chair in response to the input noun table). Note here that the category of “paradigmatic” is a cover-term for most of the common types of semantic relations, including co-hyponomy, super-ordination, and synonymy (Aitchison, 2003; Greindaus & Nienhuis, 2001). Following Piaget’s theory of stages in cognitive development, Nelson (1977) hypothesized that the shift from syntagmatic to paradigmatic associations represents a conceptual change that takes place during the early school years. Other studies relate this phenomenon to the “thematic-taxonomic shift”, as another well-established developmental phenomenon analogous to the “syntagmatic-paradigmatic shift”, documented by the preference of younger children to select a thematically rather than a taxonomically related item in forced-choice or matched-to-sample tasks (Brown & Berko, 1960; Cronin, 2002; Waxman & Namy, 1997). Thus, presented with an experimental item such as carrot and two other items related to it (say rabbit and tomato), young children are said to prefer the thematically related item (rabbit) whereas older children prefer the taxonomically related item (tomato). The preference for a thematic relation is considered immature, while a taxonomic relation is taken to indicate mature conceptual knowledge (Emerson & Gekosky, 1976; Ervin, 1961; Inhelder & Piaget, 1958, 1964; Luciarello & Nelson, 1985).

This equating of thematic = immature, taxonomic = mature has, however, been challenged in recent times (Bauer & Mandler, 1989; Blaye & Jacues, 2009; Hashimoto et al, 2007; Liu, Golinkoff & Sak, 2001; Markman & Hutchinson, 1984; Nguyen, 2003; 2007; Waxman & Namy, 1997). Studies found that, in suitable experimental conditions, toddlers as young as 2 to 3 years old were able to attend to taxonomic relations. Moreover, adults could successfully adopt both types of relations, reflecting the “cross-classificational” ability to navigate flexibly across various types of relations between words as a hallmark of mature linguistic-conceptual proficiency – a topic I return to in discussing meaning relations in the mental lexicon (Section 3.3). Coming back to the syntagmatic-paradigmatic issue in the present study, not only were almost three-quarters of the associations given by 6th graders paradigmatic, but this proportion in fact increased to 85% in 10th grade, going up to 87% in the adult group. Importantly, all participants in the current study were well beyond the age of seven years old, defined as the “critical
period” for the syntagmatic-paradigmatic shift. By this reasoning, all respondents across my population should have shown a similar favoring of paradigmatic, nominal associations to the input nouns. The finding for a gradual increase in associations of nouns to nouns with age challenges the notion of a dramatic shift away from syntagmatic responses, suggesting a less radical, more gradual developmental pattern. This finding, in line with other results on the test battery, is strong evidence that linguistic (and conceptual) development is by no means completed by age seven, and that the best way to describe this development is as a continuum rather than a shift.

Returning now to the issue of the kind of knowledge revealed by association tasks in general, the vast literature on the topic of associations describes both free-association as well as forced-choice tasks as reflecting associative strength in the mental lexicon. From this point of view, the tasks of relatedness between nouns in the present study can also be viewed as forced-choice tasks. Associations can be investigated both in isolation and in a sentential context (as done by Prior, 2004; Prior & Bentin, 2008). In the present context, relevant research is reviewed mainly for free-associations in isolation, as the task targeted in this study, with more general discussion of the notion of association and how it is reflected across the entire test battery left for the final concluding part of this chapter.

Research on free associations in isolation can be divided into four major areas, as follows: (1) as reflecting of language-cognitive development, as discussed in the preceding section on so-called developmental shifts; (2) as a diagnostic tool of pathologies, a topic lying outside the concerns of the current study, except for the fact that sound or “clang” associations are provided by mentally ill populations to familiar/frequent nouns as well as by normal speakers in the absence of sufficient lexico-semantic knowledge; (3) to establish norms for psycholinguistic research; and (4) as a mirror on semantic-associative connections in the mental lexicon. In what follows, I briefly describe studies of the third type -- norming data -- before proceeding to selected research directly concerned with free associations that have important implications for the present study. Studies that deal with associations as reflecting various types of semantic-associative knowledge are deferred till later, in the context of a general discussion focusing on meaning and semantic-conceptual facets of the mental lexicon (Section 3.3 below).
Free association norms have been available for several decades, serving a valuable tool for various research purposes since Galton (1880), the first to use the free association paradigm as a psychometric measure. Free association norms have been established for English (Nelson et al., 2004), Spanish (Fernandez, Diez, Alonso & Beato, 2004), Dutch (De Groot, 1984), as well as other languages, in single / discrete tasks and in multiple / continuous tasks (De Deyne & Storms, 2008a). Following De Groot, Israeli researchers from Ben-Gurion University published free association norms for 800 words in Hebrew (Rubinstein, Anaki, Drori, & Faran, 2005), collected by both single / discrete and multiple / continuous procedures. In their replication of De Groot’s on-line design, reactions times were measured for participants required to provide an oral free association to a target word appearing on the computer screen. The target words in the Israeli study were in part Hebrew translations of De Groot’s original stimuli, with nearly three-quarters of their target words (588 out of 800) consisting of relatively familiar nouns and the rest made up of verbs and adjectives. The present study differs fundamentally from that of Rubinstein et al, since its goal was not to establish norms but, rather, to better understand the mental lexicon of Hebrew speaker-writers by means of the associations they provide. That is, in the present study, associations were a means rather than an end in themselves, as in the earlier Hebrew study. Besides, half of the input items in the current study – all carefully selected from the large pool of derived nouns in the language – were independently specified as unfamiliar/infrequent, whereas association norms are usually established for familiar/frequent words.

Discussion of the task-internal distributions of associations yielded by the current study, starts with De Groot’s (1989) important study, the major source of reference for the 2005 Hebrew norming design. De Groot’s investigation of meaning relations in the mental lexicon through free associations led her to draw a critical distinction between imageability and frequency. She proposes that imageability represents the strength of the links of associative networks in the mental lexicon, whereas frequency represents the number of links an item has in the mental lexicon. Consequently, according to De Groot, concrete nouns have an advantage over abstract nouns due to their stronger network links, while high-frequency words have an advantage over infrequent words due to their multiple nodes and links in the mental lexicon. As noted earlier (in Chapter I, Section
2.2), the advantage of concrete over abstract nouns can be explained either visually (Clark & Paivio, 2004; Goetz et al, 2007; Paivio, 1991) or contextually (Schwanenflugel et al, 1988). De Groot found that associations given in a continuous task (multiple associations) were more heterogeneous than associations in a discrete (single) task, in line with the findings of the present study, and that the associations to low-imageability words in the continuous study were more diverse than to words of high-imageability. She further found that synonym and near-synonym responses were given more to low-imageable than to high-imageable words, again consistently with the results of the present study. However, the difference between concrete and abstract nouns turned out to be far much more complex and variegated in the current study, involving, moreover, a preference for morphological, syntagmatic, and categorically-related responses in the case of abstract nouns. In sum, while not all the differences between concrete and abstract nouns revealed by the current study were found by de Groot, the two studies showed certain lines of correspondence.

In contrast, De Groot’s findings in relation to the factor of frequency differ markedly from those of this study, since frequency had little impact on the associations in her study as compared with the considerable effect revealed by the current study. Closer examination of De Groot’s data-base shed light on the source of these contradictory results. The English translations provided by De Groot for the first five high-imageable low-frequency words in her study are: altar, strawberry, bath, executioner, pouch; and the first five low-imageable low-frequency words are given as: far, jealousy, benefit, regret, to know. This mini-sample of De Groot’s input data leads to the following observations: (1) There was no control for lexico-grammatical categories, which have a clear effect on degree of imageability (Gentner, 1982; Colombo & Burani, 2002); (2) there was no control for animacy, which has also been shown to have an effect on imageability (Langacker, 1991; Lyons, 1977); and (3) more importantly, the bulk of De Groot’s stimuli, taken from a Dutch frequency corpus, are highly familiar relative to the stimuli used in the present Hebrew-based study. This can be explained in terms of the discrepancy between the often confounded variables of familiarity and frequency: The English-translated words given earlier are analogous to Gernsbacher’s (1984) famous examples of words like pizza, which have low frequency of occurrence in a corpus but
high ratings for subjective familiarity. This familiarity/frequency discrepancy was taken into careful account in designing the present study (Chapter II, Part A, Section 2.3), with implications discussed in greater detail in Section 2.1 below. Further support for the suggestion that de Groot’s frequency measures were biased comes from De Deyne et al (2008b). Their check of the frequencies of association norms in the far larger and more updated corpus of the CELEX database (Baayen et al, 1993) revealed significant effects for frequency as well as for imageability, in line with the findings of the present study.

Prior’s (2004) examination of the 1730 associations in the Rubinstein et al (2005) Hebrew-based study revealed that the vast majority of the associations exhibited established semantic relations (Cruse, 1986), as follows: synonymy, antonymy, meronomy (part-whole and whole-part), hierarchical relations (category-exemplar, exemplar-category, and category coordinates), idiomatic, functional relations, and not otherwise specified. Only slightly over 6% (112 of the 1730) associations were classified as “not otherwise specified”. In order to compare Prior’s results with those of my study, I refer only to association responses obtained for familiar/frequent nouns provided by the adult population. An attempt to adopt the categories listed by Prior in analyzing associations provided in the present study shows that they are all compatible with what I defined as the semantic-pragmatic category, except for idiomatic associations, which accounted for nearly 7% of the total associations obtained by Prior. Taking into account that the syntagmatic category in my study, which accounted for slightly over 12% of the adults’ associations to the familiar/frequent nouns, contained idiomatic expressions along with several other types of associations such as adjectives, the figures seem quite compatible. Moreover, the semantic-pragmatic associations to familiar/frequent words in my study (Prior’s synonymy, antonymy, and hierarchic relations) correspond closely to the associations defined as categorially and hierarchically related in my study: These accounted for more than a third (37%) of the responses in Prior’s study, compared with slightly over half (around 50%) in my study. Meronyms and functional relations in Prior’s categorization combined yielded roughly half (49%) of the associations, in close correspondence to what were termed “Frame” relations in the current study: Here, they accounted for almost 49% of the associations – again, of the adult population, and to familiar/frequent nouns. Taking into account that the Rubinstein et al data that formed the
basis for Prior’s analysis (1) included associations not only to nouns but to verbs and adjectives as well and (2) did not control carefully for concreteness as in the current study, while (3) Prior’s categories of analysis were not exactly the same as those specified here, the distribution of associations in the different studies seems largely compatible with one another.

Moving away from Hebrew-based research on associations, Chaffin (1997) tested free associations given by adult participants to familiar words, unfamiliar words, and novel words. Direct comparison of Chaffin’s findings with those in my study is not all that feasible due to the very different criteria for selection of low-familiarity items noted earlier, as well as the considerable impact of the different typologies of the lexicon in Hebrew and English. Accordingly, only general lines of comparison are drawn between my findings and those of Chaffin’s important study. Chaffin distinguishes two types of associations: (1) event-based -- associations that illustrate semantic relations between words linked by an event, corresponding to the frame-related category in my study; and (2) definitional -- associations that answer the question “what kind of thing is it?” corresponding to what I classed as hierarchically related associations. On the basis of this distinction, Chaffin proposes event-relatedness and definitonality as two alternative hypotheses for dealing with unfamiliar words. He conducted a series of experiments that supported the definitional hypothesis, such that low-familiarity words elicited a higher proportion of definitional responses than high-familiarity words. That is, associations to low-familiarity words in Chaffin’s study tended to be definitional whereas associations to high-familiar words favored the event-related type. This line of reasoning is well suited to the results of the current study, in which low-F words yielded more hierarchical associations and the ratio of frame-based associations dropped markedly to low-F words as against high-F words. Note, moreover, that responses classed in my study as categorially related – including both “categorial” (for example, robin:bird ) and “coordinate”/cohyponymous (e.g. armoire:dresser) are considered “definitional” in Chaffin’s study. It follows that if I were to code responses in my study to fit the criteria applied by Chaffin, number of definitional relations would increase to be even closer to his. Further, the category termed “completion and morphological” by Chaffin referred mainly to idiomatic expressions (e.g. honey:dew ), accounting for 7% of the associations
to high-familiar words (in close accord with Prior’s analysis for Hebrew) and for none of the responses for low-familiar words. This finding, too, is highly compatible with the current study, in which High-F words received slightly over 10% of syntagmatic responses whereas Low-F words received practically none.

Other of the experiments reported by Chaffin investigated the use of synonyms as associations, associations to verbs, and associations in sentential context to high-familiar, low-familiar, and novel words (e.g. The tourists rode in a taxi / rickshaw / kaptim through the city streets.) An interesting finding from this sentential experiment is that novel words resembled low-familiarity words in many ways: Compared with their high-familiarity counterparts, both types of stimuli received (1) a large amount of non-semantically-related responses like sound and sound-mediated associations, (2) no completion (syntagmatic) responses, (3) fewer semantically related responses, and (4) fewer thematically related responses. This finding has an important implication in relation to the currents study. Recall that low-F words in my study were in many respects virtually nonce words, or novel words in Chaffin’s terms, that is, they constitute possible but not actual items (Aronoff, 1976) in the mental lexicon of Hebrew speaker-writers. Chaffin’s results for novel words can thus be taken as additional support for the class of low-F words in the present study. Further, from a developmental point of view, in discussing the origins of the “definitional” effect that emerged for low-familiar words, Chaffin cites as evidence findings from research on early language-conceptual development with regard to toddlers’ adoption of a taxonomic, hence more definitional, strategy, when encountering novel stimuli (e.g., Markman, 1989; Markman & Hutchinson, 1994). Further developmental support for Chaffin’s observations is provided by Keil’s (1989) distinction between characteristic (i.e., more thematic) and defining (i.e., more definitional) attributes and their role in the consolidation of conceptual knowledge. Moreover, reading comprehension studies in adults further support the importance of definition when encountering a novel item in the course of reading (Bolger et al., 2008).

The study of Durso and Shore (1991) also included a free association task, but only to unknown words and to items classified as “frontier words”, in which participants revealed partial word knowledge. The associations to these words ranged from meaningfully to non-meaningfully related to the target word, with marked differences
between frontier words and unknown words, such that the former yielded more meaningful associations with more relevant information than the latter. Durso and Shore employed the same pool of words as in their association task for a different, sentence-decision task, where participants had to select one of a pair of sentences, only one of which made correct use of the target words. Participants performed above chance even for words to which they had given non-meaningfully related associations, supporting the researchers’ claim that even in the absence of a declared meaningful knowledge reflected in associations, implicit word knowledge aids participants in selecting the sentence that gives the correct meaning of the unknown/frontier word.

To conclude this section on the associations task, the rich and variegated responses yielded by my study revealed numerous interesting trends, both developmental and shared across the population, both Hebrew-specific and shared with findings from research on other languages, with results in general going far beyond what had originally been predicted.

1.4. Sentential Use and Definition Tasks
The study involved two types of sentence-production tasks: constructing sentences with nouns that were both high-F and low-F and both concrete and abstract and defining concrete and abstract words high on familiarity/frequency. Results of the Sentence Construction task revealed that all the independent variables it involved (root transparency, familiarity/frequency, concreteness, and age) affected the results in terms of both overall success and of more specific semantic-syntactic factors such as of types of modifiers and nominal position.

The predictions for increase with age in overall understanding of the input nouns in interaction with the word-internal independent variables were confirmed, as was, by and large, the prediction for an impact of the independent variables of familiarity/frequency, concreteness, and root transparency. On the other hand, the prediction that root transparency would interact mainly with unfamiliar/infrequent words was not fully confirmed since root transparency was found to play a role in relation to all the nouns on this task, irrespective of their relative familiarity/frequency; but the prediction that relatively unfamiliar/infrequent nouns would elicit fewer sentences overall and that the
sentences constructed with low-F items would be more general and less appropriate was confirmed, as was the prediction that concreteness would affect the syntactic position of the stimulus items. Several findings that had not been anticipated included (1) the affect of type of root on even familiar/frequent words and the interaction of root transparency with modifier lexicality and syntactic position; (2) the favoring of post-verbal position for unfamiliar/infrequent nouns; and (3) the strong effect of familiarity/frequency and its interaction with the other independent variables, especially with age. Recall that the nouns selected for this task were taken from the concreteness subset, so that the relative familiarity/frequency of the low-F nouns in this specific task was higher than that of low-F nouns selected for the other tasks (as explained in Chapter II, Part A, Section 2.4). Nevertheless, these relative differences in familiarity/frequency, although not so dramatic as on the other tasks, proved to be sensitive to age differences and to affect all the other variables in the process of constructing sentences with the given target nouns.

A review of the literature on sentence production or construction reveals that the status of this task as a research tool is unclear. It is employed in many variegated disciplines and domains. For example, there is vast literature on generation of sentences in general and on relative clauses specifically as a hallmark of early syntactic development (e.g. Brandt, Diessel & Tomasello, 2008), other research has queried the pertinence of this task outside of the written modality (Myhill, 2008), while from a pedagogical perspective, studies have been conducted on the efficiency of sentence-construction as a part of the school language-arts curriculum (e.g. Andrews, Torgerson, Beverton, Freeman, Locke, Low, Robinson & Zhu, 2006), and as a diagnostic tool for reading achievements (e.g. Frost, Madsbjerg, Niedersøe, Olofsson & Sørensen, 2005). Despite, or perhaps because of these richly diverse approaches, there are no accepted or established criteria for evaluating sentence construction as a basis for lexical knowledge. Another controversy relates to the psycholinguistic status of sentences, which since the advent of generative grammar have served as a fertile ground for both linguistic analysis and psycholinguistic experimentation in topics such as embedding (e.g., Karlsson, 2007; Shetreet, Friedmann, & Hadar, 2009), garden path sentences (e.g., Ferreira, Christianson & Hollingworth, 2001), relative clauses (e.g., Brant et al, 2008; Güenzberg-Kerbel, Shvimer & Friedmann, 2008) and other various syntactic phenomena, but the very
validity as a unit of spoken language has been queried from different perspectives by functional linguists and in oral discourse analysis (Chafe, 1994; Halliday, 1989; and see, too, Myhill, 2008). One line of research that appears particularly relevant in the present context is Jaeger and Norcliffe’s (2009) study providing cross-linguistic evidence for the lack of universals in sentence processing, hence challenging the universality of the sentence as an element in a grammatical hierarchy. One point of theirs that is particularly relevant to the present study is the argument that conceptual accessibility affects word order in the sentence (Bock, Eberhard, Cutting, Meyer & Schriefers, 2001; Bock & Levelt, 1994). The concrete-abstract opposition as applied in the present study is a conceptual distinction, so that the fact that respondents quite generally assigned abstract nouns to pre-verbal and concrete nouns to post-verbal positions in the sentences they constructed constitutes clear evidence that conceptual differences shaped the surface order of elements in sentential contexts.

Further support for the ideas emerging from the present study is provided by results of a largely similar sentence-construction task included in a previous developmental study of mine (Seroussi, 2004) as well as by findings of a large-scale cross-linguistic project on text construction in different languages, including Hebrew (Berman, 2008). Thus Ravid and Cahana-Amitay’s (2005) analysis of verbal and nominal expressions in personal-experience narratives produced by Hebrew-speaking gradeschoolers, pre-adolescents, and adolescents (aged 9-10, 12-13, 16-17 respectively) compared with adults revealed that, with age, derived nominals were more widely used, they were more abstract, more likely to appear in complex noun phrases, and to occur in post-verbal positions. Ravid and Berman’s (2010) study of noun-phrase complexity in narrative and expository texts produced by the same Hebrew-speaking participants compared with parallel groups of English speaker-writers employed two criteria of particular relevance to the present study -- semantic complexity of the noun phrase head head ranging from 1 (concrete) to 4 (abstract), and the quality and number of modifiers, ranging from 1 (grammatical items) to 4 (lexical and phrasal modifiers). They found a similar age-related increase in both languages in the degree of abstractness of the head nouns, accompanied by an age-related increase in lexical compared with grammatical modifiers. In expository texts written in Hebrew in the Ravid and Berman study, the
average degree of semantic abstractness increased from 2.34 in the youngest age group (9-year-olds) to 3.03 among adults, while quality and number of modifiers increased from 1.3 in the youngest group to 2.03 in the adult group. Although scores were assigned by ranking, not in percentages, these results are highly compatible to the findings of the present study. Besides, Ravid and Berman note that similar criteria should be applied in relation to the variables of syntactic site (pre-verbal or post-verbal position), similarly to the analysis employed in the present study and in Seroussi (2004). The close compatibility between the discourse-based results with those of isolated sentence-construction tasks indicates that, from the point of view of word usage and syntactic positioning at least, sentences may be considered as “small-scale pieces of discourse”. Finally in this connection, note that the qualitative analyses I applied in my earlier (2004) study yielded highly similar conclusions to the present study, which provides quantitatively measured empirical support for the quite general preference for abstract nouns in more complex noun phrases and in pre-verbal position and for concrete nouns in simple noun phrases and in post-verbal position.

As noted earlier, the present study used the task of sentence construction as a means of assessing lexico-semantic knowledge, as was done, too, by Anglin (1993) and Durso and Shore (1991). The present analysis went beyond these two important studies by requiring participants to generate sentences with words established a priori and independently as representing different degrees of familiarity/frequency, independently of participants’ subjective word knowledge; the English-based studies, in contrast, had participants generate sentences only to familiar/frequent words, based on individual measures of vocabulary level. A second difference is that the present study took into account the additional lexico-semantic and syntactic factors of noun concreteness, type of modification, and sentence-position.

The second “sentential” task included in the study elicited definitions for words independently ranked as having high familiarity/frequency. The distinction between a sentence and a definition is not explicitly considered in the Durso and Shore study, whereas Anglin assigned definitions a higher level of lexico-semantic and lexico-syntactic knowledge than sentence-production. Bolger et al (2008) claim that the difference between definitions and sentences lies in their different roles in the acquisition
of lexical knowledge, in the sense that sentences provide referentially specified predication for a new word, whereas definitions add pointers to meaning boundaries – an observation of critical importance in evaluating the nature and role of definitions as a window on the mental lexicon of Hebrew speaker-writers. The results on the definitions’ task in the present study (as detailed in Chapter III, section 7) revealed an increase with age in semantic content, in syntactic complexity, and in the quality of the definitions, measured by avoidance of repetitions. Further, a strong interdependency of the results with concreteness and an unexpected effect of type of consonant root also emerged.

The prediction that concrete nouns would be easier to define than abstract nouns, so that definitions given to concrete nouns would be better-structured and would observe the Aristotelian stipulated form of conventional definitions was confirmed, as was the prediction that the quality of the definitions would increase with age. Yet this task, too, like all the others on the battery, yielded certain unexpected results, the most salient of which was the effect of type of root, which had not been predicted to play a role in this task. The strong interdependency of semantics and syntax in defining nouns, as in the sentence-construction task, was predicted in the context of the “conspiracy” of different factors combining together in linguistic knowledge and language use in general and in later language development in particular (Berman, 2004, 2005), but the high degree of interrelatedness between these different factors had not been anticipated. It had also been predicted that concrete and abstract terms might pursue rather different paths in definitions, but it came as a surprise to find that providing definition of abstract concepts that met the Aristotelian conventions of “perfect” was beyond the command of even proficient, educated native-speaking adults.

Research on definitions relevant to the present study is reviewed below first in relation to adult populations, then in developmental perspective, subsequently in Hebrew-specific terms. From a theoretical point of view, Bolger et al.’s (2008) model of learning the meaning of words refers mainly to definitions of words that are unfamiliar/infrequent to readers, but their notion of definitions as a clue for decontextualized meaning is important for the present study, too. Application of the criteria used in the present study for high quality definitions, that is, ones that are characterized as semantically, syntactically, and structurally well-formed, leads to the conclusion that high quality
definitions are more decontextualized, hence more helpful in learning word meanings. This observation of decontextualization relates to the pragmatic value of definitions as described by Watson (1995) in the framework of relevance theory, arguing that provision of a superordinate term helps the addressee by limiting the potentially endless range of possibilities to a single domain. Watson’s work is relatively unique in the connection she makes between semantics and pragmatics, since the bulk of studies on definitions concern mainly their cognitive, linguistic, and/or metalinguistic rather than their pragmatic value. This pragmatic facet of definitions, again, fits well into the idea that language, even the most highly scholarly and apparently decontextualized language, does not evolve in a vacuum, but that it emerges and is consolidated and used in particular communicative contexts (Chafe, 1994; Halliday, 1989).

Sadosky, Goetz, and their associates conducted experiments on adult populations to check the effect of imageability/concreteness on the quality of definitions and the effects of visual/verbal strategies on performance in the tasks in the framework of the dual-coding theory (Goetz et al, 2007; Sadosky et al, 2000; Sadosky et al, 2003; Sadoski et al, 1997). This review will focus on the differences between concrete/imageable and abstract/non-imageable words, disregarding the issue of strategies employed by the participants as lying outside the scope of the present study. Sadosky et al (1997) had participants write on-line definitions for five concrete and five abstract nouns on microcomputers with a time limit of 90 seconds. Definitions of concrete nouns were shorter in latencies, longer in number of words, and rated higher in quality. The quality scales employed by Sadosky et al referred to “content” (equivalent to semantic analysis) and “style” (equivalent to syntactic/structural analysis), ranging from zero (“No response or uninterpretable response”) to 4 (“More than three independent, substantial, defining classes or characteristics” for content and “Complete, grammatical, well-written sentences that are organized into a cohesive and non-redundant text” for style). On this scale, for example, the mean quality score of concrete words in Sadoski et al (1997) was 3.26 and the mean quality score of abstract words was 2.62. These results are very much in line with the results of the present study in which, for concrete nouns, nearly three-quarters (71.8%) of the definitions included a superordinate term and as high as 80% (79.2%) included a relative clause as against less than half (49.3% and 41.8%
respectively) in the definitions given to abstract nouns respectively. Broadening the scope of imageability/concreteness effects to discourse, Sadoski et al (2000) found that concreteness was the most effective predictor of comprehensibility, interestingness, and recall of texts in four distinct genres of discourse. This advantage of concrete/imageable words over abstract/non-imageable words in definitions was replicated in Sadoski et al (2003) as well as in Goetz et al (2007), where degree of concreteness/imageability was manipulated on a continuum rather than dichotomously. Another replication of the results and supporting evidence for the dual-coding theory is provided by the study of Kellog et al, 2007), all of which are discussed later in this chapter in the section dealing with concreteness (2.3).

The developmental review starts with Snow (1990), who requires 2nd to 5th graders to define English familiar nouns, most of them concrete, employing a combined evaluative scale for semantics and syntax of a formal definition. Quality of the definitions increased with age and was predicted by the level of English schooling level. 76% of the definitions of 5th graders were evaluated as “high-quality” in the combined measure. Snow did not provide data on the separate components of her qualitative measure, so this figure cannot be compared to any of the analyses employed in the present study. Watson (1995), who required children aged 5, 7, and 10 years to define concrete nouns of two types -- natural kinds and artifacts -- in the framework of relevance theory, predicting that super-ordinates would be provided more for natural kinds than for artifacts and they would increase with age. About 30% of the definitions given by the 10-year-olds Watson’s study included a super-ordinate term, as against as high as 40.6% super-ordinates given to concrete nouns by youngest participants in the present study (aged 11 to 12), suggesting quite consistent findings for the two studies, especially considering the age difference. Johnson and Anglin (1995) asked children in grades 1, 3, and 5 to provide definitions of words representing various parts of speech with a methodology very similar to the one described earlier for Anglin (1993). Children’s responses were coded on a qualitative scale ranging from 1 (minimal contextualized knowledge) to 4 (precise content, conventional form), showing an increase with age in the quality of the definitions, in both content and form and, most importantly, definitions of nouns, as against verbs and adjectives, were the highest in quality. The ratio of high-quality
definitions at 5th grade was around 40%. Calculating a mean of the percentage of 6th grade definitions in the present study that could be rated as high-quality (that is, they make use of a super-ordinate term and a relative clause) would yield a figure of somewhat over 40% (42.5%). Given that this figure includes definitions of abstract nouns, which are typically rated lower in quality, the percentages correspond closely to those of Johnson and Anglin. Marinellie and colleagues (Marinellie & Chan, 2006; Marinellie & Johnson, 2003; 2004) expanded the scope of definitions by comparing nouns, verbs, and high-frequent and low-frequent adjectives and nouns. The 2003 study on adjectives included the same age groups as the present study, supporting the rationale for selecting these specific age groups as the object of study (see Chapter II, Part B, section 1.2 above, and discussion of developmental trends below). Other interesting findings of the 2003 study were: (1) definitions of adjectives typically do not include a super-ordinate, rather a synonym, in parallel to the results of the present study for abstract nouns; and (2) there was a significant age-related increase in the quality of definitions between the age groups, closely corresponding to the present study. Marinellie et al’s (2006) study of 4th, 7th, 10th graders, and young adults revealed a significant increase with age in the quality of the definitions, robust frequency effects on quality, and strong interactions of age and frequency, very much in line with the overall results of the present study.

Another set of developmentally motivated studies address the issue of concreteness (Benelli, Belacchi, Gini, & Lucangeli, 2006; McGhee-Bidlack, 1991; Nippold, 1999; Nippold, Hegel, Sohlberg & Schwartz, 1999). Benelli et al probed definitions of concrete and abstract nouns, verbs, and adjectives in various age groups, ranging from preschool to adults on a qualitative scale ranging from 1 (non-definitional) to 5 (definitional both in form and content). The relevant findings for comparison with the present study are the results for definitions of nouns given by 6th graders and adults. Their coding system, which was qualitatively evaluative and combining semantics and syntax, differed radically from that of the present study, so that direct numerical comparisons cannot be drawn between the two studies. Nonetheless, it is worth noting that the relative differences between the 6th graders and adults were significant in both studies, with an increase from 20% highest quality definitions in the 6th grade to 30% in
adults in Benelli et al compared with an increase from 30% to 60% respectively in the proportion of super-ordinates and from 54% to 60% in relative clauses in the present study. Further, Benelli et al found a concreteness effect and an interaction of age and concreteness, just as in the present study; for example, 6th graders’ mean score for concrete nouns was 3.39 as against only 2.90 for abstract nouns. Importantly, these researchers found a significant positive correlation between performance on the definitional tasks and on a battery of metalinguistic tasks.

Further evidence for the difficulty of defining abstract nouns derives from Nippold et al (1999) who examined definitions given to abstract nouns by 6th graders, 9th graders, 12th graders, and young adults, assessed by a qualitative score from zero to 2. A score of 2 for the highest quality definitions was given to half the definitions of the young adults (51%) as against only 6% of the 6th grade definitions. In the present study the ratio of super-ordinates for abstract nouns in the 6th grade was 21.5%, going up to around half (49.3%) in the adults; however, the proportion of relative clauses for abstract nouns, the second criterion of definitional quality, did not increase with age, as found by Nippold et al.

As for Hebrew-based studies, two of these are not detailed here since they concern only nouns as defined by young, largely pre-school age children, both normally developing and with specific language impairment (Biran, 2003; Neumann, 1995). Of interest here is the study of Friedmann, Aram, and Novogrodsky (in press), who probed the production of different types of relative clauses by definitions to a set of nouns, the most of which were inanimate imageables (e.g., kóva ‘hat’, sakin ‘knife’, masmer ‘nail’) presented to children in the age range 3;5 to 5;6 years – with some of the kindergarten children being further retested two and a half years later, when they were 8 years of age. One of the main conclusions of Friedmann et al, was that “the ability to produce relative clauses of the types examined in this task already stabilizes by age 5;6-6;0, and does not change when retested 2;6 years later. This finding might indicate that at the age of 5;6-6;0 children already master the syntactic abilities required for the definition of words” (p. 21). Results of the present study, showing an increase in the ratio of relative clauses with age to concrete nouns (from 70.7% in the 6th grade, through 72.9% in the 10th grade to 79.2% in the adult population), are at odds with this statement on two grounds. First, there is a
slight difference even between 6th graders and 10th graders, and between them and adults, so manifesting the gradual and protracted nature of later language development beyond the age of 8. Second, there is ample evidence to the effect that children are able to produce relative clauses in Hebrew as in other languages as early as 3;5 year old. Yet the locus of age-related differences in later language development lies not in the command of forms manifested in structured elicitations, but rather in the efficient and skillful deployment of these abilities in various communicational circumstances (Berman, 2004, 2005; Berman & Slobin, 1994; Ravid, 2004).

The only study, to the best of my knowledge, conducted in Hebrew on definitions of abstract nouns in adolescence was Rachel Wool’s (1988) bilingual (Hebrew-English) study on relative clauses occurring in definitions to various types of nouns given by 9th and 11th graders. One typical finding of Wool was that in definitions of instrument nouns, as many as two-thirds of the responses (62%) included a relative clause as against only 40% of the definitions given to abstract nouns. In the present study, if I combine the “complex noun phrase” and “no relative clause” types of responses, in the 10th grade, the mean age between the 9th and 11th graders of Wool’s study, the percentage of definitions without a relative clause to concrete nouns reaches 27% whereas the percentage of those to abstract nouns reaches 57%, in close correspondence to Wool’s findings.

The present study differs fundamentally from most of the developmental studies cited above in some respects. First, it avoided applying an evaluative scale specifying the quality of definitions, in order to examine distinct components each of which contributes individually or at least separately to the quality of a definition. In this sense, the current study can be viewed as “bottom-up” as against the “top-down” type of research cited above. A second, related difference between the current study and other developmental studies lies in the convergence of their scales, which typically include reference to both the form (syntax, structure) and content of the definitions, whereas the present study deliberately isolated out each domain in and of itself. The third difference lies in the less directed nature of the present study as against the more didactic or pedagogical motivation of the other studies, in which participants were instructed as to what constitutes a good definition and even given examples of high-quality definitions. In the present study, the instructions were deliberately open-ended, and participants were not
given any examples, to ensure as spontaneously undirected responses as possible. Nonetheless, the “bottom-up” analyses undertaken here in a more open-ended and non-judgmental setting than in previous research, yield findings that are largely consistent with those of prior, qualitatively scaled, evaluative, and often pedagogically motivated studies, hence providing strong independent support both for the current analyses and those of other developmentally oriented studies of definitions.

1.5. Pilot Priming Experiments

Recall that results of the priming experiments of this study are regarded here largely as being by way of an extensive pilot project, based on relatively few observations per experimental cell and subject to high levels of standard deviation. Nonetheless, irrespective of prime type, analysis of lexical decision revealed highly significant differences, in both reaction time and accuracy rates, between low-F words and the other two groups -- of high-F words and non-words. This robust finding provides on-line evidence for the difficulty faced by Hebrew speakers when encountering possible but totally unfamiliar/infrequent words. The second main finding was the occurrence of significant across-the-board priming effects for targets derived from full roots over targets derived from defective roots. As for the types of primes, only partial morphological and morpho-semantic priming appeared.

The prediction that there would be morphological priming in the short SOA was confirmed but not across the board, since significant levels of priming emerged only for words with defective roots. The prediction that there would be semantic priming in the long SOA was partially confirmed because morpho-semantic priming appeared only for unfamiliar/infrequent targets derived from full roots. The prediction that there would be no priming effect for unfamiliar/infrequent words was partially confirmed, since words derived from full roots did revealed significant effects of morphological and morpho-semantic priming.

Unexpected results emerging from the priming tasks included (1) the marked difficulty presented by unfamiliar/infrequent words; (2) the lack of morphological priming for full roots in the short SOA; (3) the lack of pure semantic priming in the long SOA; and (4) the existence of morphological priming in the long SOA.
In reviewing relevant prior research in this domain, it must be noted that the results of the priming tasks in the present study call for caution in comparing them with findings of other studies due to a possible lack of statistical validity. First of all, in cross-linguistic perspective, account needs to be taken of the factor of familiarity/frequency. This had two major effects on the results, one more and the other less predicted. Results in terms of lower reaction times and higher accuracy rates for high-F targets were predicted, and correspond well with what is reported in the vast research literature on the frequency advantage in lexical-decision tasks (Baayen et al, 2006; Baayen et al, 1997; Baayen et al, 2007; Balota et al, & Yap, 2004; Bates et al, 2001; Bertram et al, 2000; Cole, Beavuillain & Segui, 1989; Colombo & Burani, 2002, Cordier & Le Ny, 2005; De Jong et al, 2000; Forster, 1981; 2004; Gernsbacher, 1984; Hay & Baayen, 2001; Juhasz & Rayner, 2003; Malvern, Richards, Chipere & Durán, 2004; McDonald & Shillcock, 2001; Nelson & McEvoy, 2000; O’Malley et al, 2007; Yap, Tse, & Balota, 2009). The interaction of familiarity/frequency with root type and SOA was less anticipated. And in fact, the literature concerning frequency effects in masked priming studies yields inconsistent results. In one influential study, Forster and Davis (1984) found an equal priming effect for low-F and high-F words, a result in contradiction to the findings of the present study. This finding as reported in Forster and Davis is cited by numerous other researchers (e.g. Frost et al, 1997; Segui & Grainger, 1990) and taken as evidence for the absence of frequency effects in masked priming. There is, however, some counter-evidence for the differential effect of frequency in masked priming (Rajaram & Neely, 1992) and other priming methods (Tse & Neely, 2007). Further, careful inspection of the materials used by Forster and Davis reveals the source of the discrepancies between their study and the one reported here: They based their selection of stimuli on the 1967 Kučera and Francis database -- a relatively small corpus in contemporary terms whose reliability as a source for selection of stimuli was subsequently challenged by Gernsbacher (1984). Other researchers, too, have pointed to the problematic nature of selecting low-F words from corpora as being potentially biased by a range of different factors (Balota et al., 2004; Le Ny, 2005; Gordon, 1985; Malvern et al., 2004; McDonald & Shillcock, 2001; Peerman et al, 1998). Besides, Forster and Davis made sure that the low-F words they selected (e.g., adore, heave, arid) were all ones that they
judged to be “within the working vocabulary of the typical subject”; in contrast, the low-F words in the present study, which were to all intents and purposes nonce words with virtually no semantic representation in the mental lexicon of the average, even well-educated speaker-writer of Hebrew.

Support for the findings for the present study is provided by two studies. The first is Forster (1985) which, along similar lines to Schwarzwald’s (1981) off-line study in Hebrew, checked priming effects in the masked-repetition priming paradigm for morphologically complex semantically transparent obsolete English words (e.g., holimonth) and found that error rates and reaction times for obsolete words were significantly different from both familiar/frequent words and non-words. Even more interesting is the fact that significant priming for the obsolete words appeared only after their meaning was explained to the participants. A second study, by Rajaram and Neely (1992), found differential priming effects for studied words, unstudied words, and non-words, as follows: Frequent words revealed priming effects for both studied and unstudied words, whereas non-words showed priming effects only for studied, but not for unstudied non-words. These results might explain the lexical decision results for low-F targets in the present study, since these can be viewed as largely equivalent to the unstudied non-words of Rajaram and Neely or to the unexplained obsolete words of Forster. One future line of research that emerges from this comparison is to extend the priming pilots of the present study by checking the effect of providing an additional component by explanation of the meaning of the low-F words.

Another possible explanation for the lack of priming in part of the conditions employing low-F targets in the present study relates to frequency discrepancies between primes and targets. This high discrepancy in frequency (target of low-F and prime of high-F) may cause reverse priming or inhibition (Forster & Davis, 1984; Frost, Kugler, Deutsch & Forster, 2005; Segui & Granger, 1990). Seven out of the 12 conditions in the present study yielded negative priming effects for low-F words as against only one for high-F words.

With respect to the morphology-semantics interface, results of the present study revealed partial morphological priming for high-F words derived from defective roots in the short SOA and partial morphological and morpho-semantic priming for low-f targets.
derived of full roots in the long SOA. The research literature on this topic is divided into three major views (see Chapter I, Sections 1.2 and 1.4). The bulk of studies found differential priming effects dependent on the semantic transparency of prime-target pairs, with semantic relatedness a prerequisite for morphological priming (Diependaele et al., 2009; Marslen-Wilson et al., 1994; Meunier & Longtin, 2007; Schirmeier et al., 2004) — corresponding to the morpho-semantic priming condition in the present study. Other studies found graded priming effects, modulated by the degree of semantic transparency of prime-target relations (Feldman et al., 2009; Feldman & Prostko, 2002; Feldman & Soltano, 1999; Feldman et al., 2004; Frost et al., 2000; Plaut & Gonnerman, 2000; Raveh, 2002). A third group of studies found a similar level of morphological priming irrespective of semantic transparency, at least in the initial stages of lexical processing, which is taken to be automatic and insensitive to semantic processing (Dohmes et al., 2004; Frost et al., 1997; Longtin & Meunier, 2005; Longtin et al., 2003; Marslen-Wilson et al., 2008; Rastle & Davis, 2008; Sánchez-Casas et al., 2003; Solomyak & Marantz, 2010). Results of the present study correspond largely to this third line of research, with morphological priming emerging for both semantically transparent (morpho-semantic) and opaque (morphological) pairs. The surprising fact is that this morphological priming appeared at the longer SOA of 100 ms only for unfamiliar/infrequent words. Such priming effects at an SOA of 50 ms would have been more in line with the “morphology by itself” account (Aronoff, 1994) in the initial stages of lexical processing.

The next issue addressed here is the definition and status of non-words, another controversial topic. Studies employ mainly two types of non-words: “lexically illegal”, non-words legally structured with no semantic representation and “structurally illegal” non-words, structured from an illegal root/stem/affix. Researchers agree that the rejection of “lexically illegal” non-words is slower and much more effortful than rejection of “structurally illegal” non-words (Forster, 1985; Kempe & MacWhinney, 1996; Meunier and Longtin, 2007). The present study may shed novel light on this issue, since the difference between non-words and unfamiliar/infrequent words straddles this “structurally illegal”/“lexically illegal” distinction. Whereas the non-words used in the present study were constructed out of non-existing roots interwoven into existing patterns, its unfamiliar/infrequent words were constructed out of existing roots and
existing patterns, but lacking in an established semantic representation. This issue has also been addressed by other Hebrew-based studies. For example, Feldman and Bentin (1994), in a repetition priming experiment, employed two types of “pseudowords”, one with meaningless roots and the other with meaningful roots, and found delayed reaction times to the latter type of “pseudowords” compared with the former. Other researchers found similar evidence for the root as an active unit of processing even of “nonce” words (Deutsch et al, 1998; Feldman, Frost & Pnini, 1995; Goral & Obler, 2003). Novel findings concerning the neural correlates of morphology come from fMRI studies in English (e.g. Vannest, Polk & Lewis, 2005) and in Hebrew, such as Bick et al (2010), who found that areas involved in morphological processing were more strongly activated when non-words were composed of legal roots – leading them to conclude that “information regarding the root of a non-word supplies false and misleading information, creating an increase in activation and making it harder to reject the non-word” (p. 1966). The difference between these studies and the present one is that their “non-words with roots” served as primes, whereas here they served as targets. Examination of the data of Feldman and Bentin reveals that the latency for unrelated primes and pseudowords with meaningful roots was almost the same, whereas accuracy rates did not vary markedly and were very low (about 2%) for all types of primes. In Bick et al’s study, latencies and error rates were higher for non-words with roots, although overall error rate was low, ranging from 5.5% to 6.5%. Goral and Obler’s study, a lexical decision task with no priming involved, revealed significantly longer latencies and higher error rates (18.6%) for what they term “real-root non-words” over “pseudo-root non-words” (5.8% error rates). Results of the present study, in terms of lexical decision latencies and error rates, are more similar to Goral and Obler’s study; nonetheless, error rates for low-F words in this study are much higher, reaching almost 50%. This can be explained by the fact that the present study, unlike Goral and Obler’s, included dictionary-listed low-F words: These seem to have posed a particular challenge to participants due to their elusive status as “real” words. Unfortunately, these studies do not provide full lists of their stimuli items, making it difficult to fully judge the differences between what they include in the category of “lexically illegal” non-words compared with the “virtually lexically-illegal” low-F words of the present study. One conclusion that can be drawn from the foregoing
analysis is the notion of lexicality as a continuum, ranging from “high lexicality” (high-F words) at the one end, via the “moderate/low lexicality” of unfamiliar/infrequent or non-existing but possible words (Aronoff, 1976) – in the case of Hebrew, root plus pattern combinations, to the “non-lexicality” of non-words derived from non-existing roots.

As for Hebrew-based priming studies relevant to the morphology-semantics interface, the study of Bentin and Feldman (1990), employing the method of repetition priming, found differential effects for semantic and morphosemantic priming, while Frost et al’s (2000) cross-modal design found semantic transparency effects. The remaining studies, which employed explicit morphological manipulations (Bick et al., 2008) or masked-priming (Bick et al., 2010; Deutsch et al., 1998; Frost et al., 1997), found morphological priming irrespective of semantic transparency. Results of the present study are compatible with most of the latter studies although its durations diverge from typical masked-priming effects, which are generally reported as appearing at shorter time-spans. The topic of root transparency was also examined in previous Hebrew-language priming studies. One such study, by Frost et al (2000) found no priming effects for defective roots, whereas other studies, both with children (Schiff et al, 2008) and adults (Velan et al, 2005), found differential priming effects for defective roots when divided between what they term “mute” and “defective” types of roots. While targets derived from full roots revealed significant morphological (as well as semantic and morphosemantic) priming at the long SOA in my study, targets derived from defective roots as defined in the present context, showed reverse priming effects: positive priming at the short SOA and negative priming at the long SOA. Such negative priming or inhibition at a long SOA in masked priming is, in fact, reported in the literature (Forster & Davis, 1984; Frost, et al, 2005). The unusual result in the present instance is that it appeared only for defective roots. Again, these results should be interpreted with caution, since their data-size may not suffice for substantial statistical conclusions. Nonetheless, they clearly indicate that the representation of nouns constructed out of full roots is far more solid and stable than is the case for defective roots -- in close accord both with the off-line tasks administered in the test-battery as well as with findings from the on-line Hebrew-language experiments cited above.
2. Discussion of the Independent Variables

This section considers the implications of results across the different tasks in relation to the three word-based independent variables, in the order in which they are presented in the chapter describing the overall research design: the structural word-internal factor of root transparency (Section 2.1 below), the lexical-usage based factor of familiarity/frequency (2.2), the semantic factor of concreteness versus abstractness (2.3), and the developmental variable of age-schooling level (2.4).

2.1. Root Transparency

Discussion in this section is confined to the status of the consonantal root in psycholinguistic processing of Hebrew speaker-writers as reflected in the study. Implications of findings in this domain for more general issues such as models of morphological processing and typological comparisons are dealt with later in the chapter (Section 3 below).

The design of the root transparency variable for the study specified a ratio of two-thirds to one-third full to defective roots, in order to meet the following \textit{a priori} methodological constraints: For a root to be eligible for inclusion in the database, it had to (1) be productive, (2) occur in at least four derived nouns, and (3) display a range of both semantically transparent and opaque derivations (see Chaper II, Part A, Section 1 for details on selection of stimuli). The ratio of two-thirds to one-third types of roots differs from Velan et al.’s (2005) estimation of defective roots as accounting for around only 10\% of Hebrew roots, where there is no further specification as to whether reference is to root types or tokens, nor to the source of this figure. On the other hand, the ratio of full to defective roots in the present study (based on criteria detailed in the previous chapter), corresponds well with the division of roots documented in Bolozky’s (2006) corpus of 5.3 million Hebrew word-tokens derived from the \textit{Maariv} daily newspaper: Interestingly, the ratio of verb-types specified there as based on full to defective verbs is also around 2/3 to 1/3 respectively, with an even higher ratio of around half each in the case of verb-tokens.

The prediction that words based on full roots would be easier to identify and manipulate than defective roots was confirmed across the board, including on the tasks of
relatedness between words, in which the four possible response options were explicitly presented to participants, hence not requiring them to actively extract their root elements. The higher proportion of defective roots in responses classified as “unrelated” or “miscellaneous” was likewise salient across the test battery. Also fully confirmed was the prediction that root transparency/opacity would interact with age such that younger participants would across the board find it harder than the older groups to cope with defective roots. (Developmental implications of these findings are discussed further in Section 2.4 below). The level and strength of our findings for the interaction of root transparency with age, the effect of root type on almost every single analysis performed, and the close similarity between analyses of the root variable to those of the other independent variables in the study went far beyond what had been anticipated.

Particularly surprising was the role of root transparency in the two sentential production tasks – sentence-construction and definitions – where it turned out to be a significant factor in noun phrase complexity, pre-verbal versus post-verbal position of the noun in the sentence, and amount of repetitions in definitions.

These robust findings in relation to type of consonantal root offer several fresh directions of interpretation concerning the status of the Semitic root from a (psycho)linguistic point of view. On the one hand, the status of roots as an abstract construct is a matter of debate in relation to root-based versus word-based linguistic analyses (Aronoff, 2007; Bat-El, 1989; Berman, 2003; Prunet, 2006; Ravid, 2003; Ussishkin, 2005) Yet, on the other hand, from a psycholinguistic point of view, researchers typically view the root as having an unequivocal status as an organizing element in the mental lexicon of Hebrew speaker-writers. Psycholinguistic evidence for the status of the root is provided by a range of studies on language acquisition and development, showing that even young Hebrew-acquiring children are sensitive to at least some kind of consonantal skeleton, very often to the canonic root of words in their language (e.g., Berman, 1988, 2000, 2003; Clark & Berman, 1984; Ravid & Bar-On, 2005; Ravid & Malenky, 2001; Seroussi, 2002; Shiff et al, 2008), while awareness of the consonantal root has been demonstrated experimentally for Hebrew-speaking adults as well (Bick et al., 2008, 2010; Deutsch et al., 1998; Frost et al, 1997, 2000). The novelty of the present study in this respect lies in its exposure of the role of the root “beyond
awareness”, that is, beyond the initial stages of lexical processing. In the off-line written tasks, root transparency contributed to speaker-writers’ processing of derived nouns in Hebrew on a par with the other independent variables of the study -- familiarity/frequency and concreteness – factors that are assumed to operate at more advanced stages of lexical processing. And the priming experiments provided further support for the important status of root transparency, by the robust effects that they revealed for full roots.

A second implication of the present study concerns the status of the root morpheme as a minimal structural unit bearing a core meaning (Berman, 1987, 1993; Ravid, 1990, 2003), in contrast to Aronoff’s (1976) views against meaning in morphology. The present study argues that full roots do incorporate a core meaning, to which Hebrew speaker-writers are sensitive and of which they are very often fully aware. The tendency of Hebrew speaker-writers to rely on core meaning can operate in two opposite directions: It may be helpful when encountering unknown words, but it may also be misleading, pointing users to incorrect interpretations in the case of semantically opaque words (Nir, 1982; Seroussi, 2002). And indeed, this kind of reliance on root elements, without lexically specific knowledge of the item itself, was evident in the high rankings attributed to clearly unfamiliar items on the questionnaire in this study that aimed at evaluating lexical familiarity but in fact turned out to be measuring form familiarity (Cordier & Le Ny, 2005). This discrepancy is captured well by the explicit distinction drawn by Cordier and Le Ny (2005) between “form familiarity” and “meaning familiarity”, as both determining the degree of word familiarity (Chapter II, Part A; and see, further, Sections 2 and 2.2 below).

The relative strength of the canonic triconsonantal root allows Hebrew speaker-writers / hearer-readers to exploit it as a structural foundation on the basis of which they can apply further lexical operations and convey form-meaning relations to their optimal realization. The picture is rather different in the case of defective roots. Whereas full roots embody a clear and unequivocal intersection of morphology and semantics, a case \textit{par-excellence} of the form-meaning interface, defective roots reflect more strictly structural aspects of the lexicon, in terms of form-sound relations embodying the morphology-phonology interface. Across the board, participants in my study proved
unable to differentiate maximally between morphology and phonology when dealing with items based on defective roots, leading them to give higher proportions of phonological and morphophonological responses to words derived from defective roots than in the case of words with full roots. This applied in the case of both the open-ended as well as closed tasks in the battery, for example, both when choosing out of a set of given responses in relatedness tasks and when producing their own responses on free association tasks. This full/defective root differentiation is clearly illustrated by responses defined by the category of “mediation” in the association tasks. Whereas almost all of the mediated associations to unfamiliar/infrequent nouns derived from full roots were based on the root (e.g. pil ‘elephant’ to the input noun gdil ‘tassel’ through the mediation of the root g-d-l ‘grow’), a large number of the mediated associations to unfamiliar/infrequent nouns with defective roots were based on phonological resemblance rather than on root structure (e.g. šéker ‘a lie = falsehood’ to the input noun blaya ‘weathering’ through the mediation of the rhyming bdaya ‘a (literary) lie = fabrication’). The study thus provides clear evidence for the multi-faceted nature of the Hebrew consonantal root and the differential status of words based on canonically triconsonantal roots compared with ones constructed from less transparent roots, involving a shift from morphology-semantics for full roots to morphology-phonology for defective roots. Implications of these outcomes for models of morphological processing are considered further later in this chapter (in Section 3 below).

2.2. Familiarity/Frequency

Recall that the variable of familiarity/frequency was specified on the basis of an independently derived “F-score” (high-F/low-F) integrating results of responses to two large-scale questionnaires ranking levels of (subjective) familiarity and frequency (Chapter II, Part A, Section 2). This variable of lexical usage proved to be a very powerful factor across the study, revealing strong effects and interactions on all five written tasks in which it was employed, as well as in the priming experiments.

The prediction that words with a low F-Score would elicit more morphologically-based responses in terms of consonantal root than words with a high F-score was confirmed. Also confirmed was the prediction that participants would rely more on factors of content, relating more to the meaning of words with high F-scores, for which
they have an established semantic representation, in contrast to words with low F-scores, where such knowledge is lacking. The prediction that this variable would interact with age was also confirmed, as further discussed below in relation to the variable of development (Section 2.4). The various strategies adopted by participants in order to cope with unfamiliar/infrequent nouns such as mediation (in free-associations tasks) or the preference for post-verbal position (in the sentence-construction task) were not fully anticipated. Nor was the striking difference between unfamiliar/infrequent input nouns when presented in isolation and in a sentential context.

Findings of this study shed light on several controversial issues regarding the notion of frequency, as addressed in the introduction (Chapter I, Section 2.1). In the first place, the materials used in other studies that take frequency into account turn out to differ markedly from the present study with respect to just about every aspect of the notion (Nelson & McEvoy, 2000a). For example, a radically different conception of frequency is implied by Foster and Davis (1984), for whom a low-frequency word is one belonging to the vocabulary of the typical subject. There is also little uniformity in deciding the cut-off point between high- and low-frequency items or in stipulating criteria for selection of infrequent items, hence making it difficult to compare across different studies. As for the issue of subjective/objective measures of frequency, reliance on corpora and on objective frequency-of-occurrences measures, especially for low-frequency words, has been widely challenged in the literature for English and French (Balota et al., 2001, 2004; Gernsbacher, 1984; Gordon, 1985; Peerman et al, 1998; Williams & Morris, 2004; Yap et al, 2009). In view of the lack of accepted frequency corpora for Hebrew, the present study relied on subjective measures, known to be more sensitive to individual word knowledge (Yap et al., 2009). Accordingly, I suggest that frequency effects revealed in the present study, which both appeared across the board and also proved sensitive to development and to other, word-based independent variables, are a genuine reflection of the impact of frequency in a rich range of lexical domains.

It should be borne in mind, however, that the variable employed in this study was a combined measure of mean subjective familiarity/frequency (the F-score) (see Chapter II, Part A, Section 2). Some researchers claim that subjective familiarity and subjective frequency are the same (Gernsbacher, 1984), others propose that subjective familiarity is
more sensitive to meaning than subjective frequency (Balota et al., 2001; 2004; Cordier & Le Ny, 2005; Williams & Morris, 2004).

The present study in fact demonstrates something rather different: Subjective familiarity judgments showed sensitivity mainly to structural factors of Hebrew word-formation rather than to semantics or meaning. The observation of Mcdonald and Shillcock (2001) that subjective familiarity is more intuition-based than subjective frequency accords well with what emerged from the present study, where participants seemed to rate level of subjective familiarity of the items on their questionnaires by intuition rather than by declared solid knowledge. The F-score adopted in the present study can also be viewed as an integrated variable combining both form and meaning, along the lines proposed by Cordier and Le Ny (2005).

The lexico-semantic facet of frequency, or what stage of processing involves frequency, is also under current debate. Balota and associates (2001, 2004) refer to frequency as a lexical factor that operates in the initial stages of processing, before semantic, post-lexical, factors start to apply. However, researchers in this group (Yap et al, 2009) also find evidence for frequency-semantics dependency in relation to individual vocabulary knowledge. Other researchers, in line with Yap et al, suggest that the locus of frequency is post-lexical (Baayen et al, 2006; Forster, 1981, 2004), as evidenced by frequency-semantics interdependency. Results of the present study, although not confined to lexical access, conform to the lexical-semantic interface, in two ways. First, familiarity/frequency interacted with semantics across the board in the written tasks; for example, familiar/frequent words were given more semantic distractors in the relatedness tasks and more semantic-pragmatic associations on the associations tasks. Second, the most stable priming effects appeared to familiar/frequent words. Other researchers, too, point to the fact that that morphological complexity also plays a role in frequency measures, most notably Baayen and associates (Baayen et al, 1997, 2006, 2007; De Jong et al, 2000; Hay & Baayen, 2001; Moscoso del Prado Martí’n, et al, 2005; Moscoso del Prado, Martí’n, Kostič & Baayen, 2004; and, see, too, in this connection, Nagy & Anderson, 1984; Raveh, 2002; Reichle & Perfetti, 2007). The relation between morphological complexity and the F-score applied in the present study is further discussed in Section 3.2 below.
Other frequency-related issues relevant to the results of the present study include the correlation of frequency with other psycholinguistic factors, the dynamic nature of frequency, and frequency in isolation as against frequency in context. Recall that frequency in general is correlated with various psycholinguistic variables (see Chapter I, Section 2.1 for a detailed description). Of interest here is the variable of concreteness as applied in the present study, taking into account that the literature is divided on the interdependency of these two variables (Bates et al., 2001; Colombo & Burani, 2002; De Groot, 1989; Gernsbacher, 1984; Juhasz & Rayner, 2003). Direct correlations of familiarity/frequency and concreteness were not performed in the present study, yet its findings are indicative of a strong interdependency between the two. This interdependency emerged in Phase II (the “questionnaire” phase) of this study, when even educated adults were unable to provide imageability and/or concreteness ratings to unfamiliar/infrequent words (see Chapter II, Part A, Section 2.4), as well as in the subsequent test-based Phase III part of the study. In the two tasks of associations in the latter phase, for example, familiarity/frequency and concreteness, which were manipulated independently of each other, yielded similar results, such as more semantic-pragmatic associations to familiar/frequent as well as to concrete nouns and more morphological associations to unfamiliar/infrequent as well as to abstract nouns. Age of acquisition was not included in the present study, since Age-of Acquisition norms are lacking in Hebrew, yet this constitutes another variable considered highly related to frequency (Barry & Gerhand, 2003; Bird et al., 2001; Bonin, Barry, Méot & Chalard, 2004; Caza & Moscovotch, 2005; Colombo & Burani, 2002; Gilhooly & Logie, 1980; Morrison et al., 1997; Zevin & Seidenberg, 2004). In this connection, the strong interdependencies which emerged in the present study between familiarity/frequency and developmental level of age-schooling indicate that this high correlation is psychologically valid for Hebrew as well.

The dynamic nature of frequency is discussed in much of the literature in diachronic perspective, in terms of changes over time in preferences in productivity of devices for word-formation (Anshen & Aronoff, 1999; Baayen & Lieber, 1991; Baayen & Renouf, 1996; Balota et al., 2004; Berman, 1987, 2000; Clark, 1993; Clark & Berman, 1984). Another, more local (and synchronic) perspective related to stimulus quality is
presented in O’Malley et al (2007), who found that degradation of the stimuli in lexical-decision experiments affected low-frequency items more strongly than high-frequency words. Findings of the present study indicate that frequency is indeed a very dynamic entity in various respects, broad and narrow, synchronic and diachronic. This was particularly marked in the initial phase (Phase I) of the study, of consultation of dictionaries and databases of the Academy of the Hebrew Language for purposes of data selection. During these searches, I noted a very considerable number of items whose frequency of use had changed radically over a period of several decades. Many of the entries listed in the major five-volume Even-Shoshan (1993) dictionary, for example, appeared to me as most likely unknown to the average speaker-writer of Hebrew. Findings yielded by the familiarity and frequency questionnaires (Phase II) confirmed these intuitions about the high rate of “gain” and “loss” of lexical items in the dynamic mental lexicon of Hebrew. For example, a high proportion of the nouns taken from the Even-Shoshan dictionary were rated by educated native-speaking adults as unfamiliar/infrequent (see Section 3 below for further discussion of this issue).

Other, more locally focused, types of evidence for the heterogeneity of the term frequency as accounting for exposure even to inflected forms were provided by informal analyses I conducted of responses to the frequency questionnaires. Several items drew my attention as having received low frequency scores that could be attributed to the way they were presented to respondents. Recall that all of the 2,400 nouns on the questionnaires were presented with vowel values represented by normative diacritic pointing, as accepted in conventional Hebrew-language dictionaries. This might have had an effect on frequency rankings, since the normative vocalizations often conflict with more colloquial everyday pronunciations, hence with more familiar versions of the “same” words. (See Section 3 below for further discussion of Hebrew orthography). Other low-frequency values that drew my attention were given to words that seemed to me more frequent in their plural form or as a part of a noun compound, whereas all items in the questionnaires were presented in the singular. To test this hypothesis, I changed the mode of presentation of 50 such items to a more “user-friendly” version, either by transforming diacritical marks to more familiar ones, or by changing the stimulus items to plural in cases of nouns which seemed to me more familiar in the plural (e.g. mešotim ‘oars’
instead of mašot ‘oar’), or to a compound in cases of nouns that seemed to more familiar in a compound. This mini-questionnaire consisting of 50 modified nouns was administered to another group of 30 adult native speakers of Hebrew. The result confirmed my hypothesis: Frequency rates for the items in the modified questionnaire were significantly higher than those given in the original, unmodified version, providing nice proof of the variegated nature of frequency, as a variable that is to a large extent item-dependent. These results also indicated the strong adherence of frequency judgments to the visual mode of presentation, at least in the case of written questionnaires in Hebrew. This evidence for visual dependency of frequency rankings given in the written modality in my study thus sheds fresh light on the ongoing debate concerning the dependence-independence of frequency and modality (Bates, et al, 2001; Gaygen, & Luce, 1998).

The last issue addressed under this heading concerns frequency of isolated words as against frequency in context. This distinction relates to the subjective-objective measures of frequency, since subjective frequency ratings are typically obtained through questionnaires containing lists of isolated words, whereas objective frequency measures are obtained by counting occurrences in a corpus. As background to their examination of various psycholinguistic variables by eye-tracking, Juhasz and Rayner (2003), for example, argue that single words in isolation do not reflect a natural reading situation, while McDonald and Shillcock (2001) extend frequency measures to co-occurrences in texts. The present study constitutes a good source for investigating interrelations between familiarity/frequency and supportive context. Thus, low-F words in isolation yielded mainly morphological/phonological associations, both in comprehension (in the relatedness tasks) and in production (in the association tasks). In contrast, even the limited context of a single sentence was enough to radically change this tendency in favor of a semantic-pragmatic preference, additional evidence for the dynamic nature of frequency as well as for the important role of context in genuine reading situations. Taking into account findings on the Context-Dependent versus Context-Independent differentiation (Barsalou, 1982; Bolger et al, 2008; Hess et al, 2005), and the claim for context as a means of improving understanding of unfamiliar/infrequent words, the
equation that emerges can be generalized as follows: The more frequent an item, the less context is necessary, and conversely, the less frequent it is, the more context helps.

2.3. Concreteness
This study, as far as I know, is the first to establish *a-priori* values for the concreteness/abstractness contrast in the Hebrew lexicon, established in relation to a carefully selected subset of Hebrew derived nouns, and subsequently employed as a variable in a range of structured elicitations and in developmental perspective. The complicated process for obtaining values for concreteness/abstractness used in this study is described in detail in Chapter II, Part A, Section 2.4. Earlier intuitions on the major role of concreteness as a psycholinguistic factor were confirmed, providing further support for the impact of this variable as shown by a vast pool of research data from other languages. In the present context, concreteness proved to be an important variable with strong overall effects and interactions in the tasks in which it was involved.

The concrete/abstract variable was applied to five of the seven written tasks in the present study – the three sentential tasks and the two association tasks -- yielding across-the-board robust syntactic as well as semantic effects. Semantically, concrete nouns evoked (1) more semantically-related interpretations than abstract nouns, while the latter received more morphologically/phonologically as well as semantically related interpretations, (2) more adherence to semantically related interpretations than their abstract counterparts, and (3) more co-hyponyms and super-ordinates, whereas abstract nouns yielded more synonyms and definitional associations. In syntactic terms, concrete nouns were less modified, occurred more in post-verbal position, were more likely to be embedded in relative clauses, and less prone to repetitions in comparison with their abstract counterparts. This variable also revealed strong interactions with developmental implications further discussed below (in Section 2.4).

The prediction that concreteness would have differential effects on different tasks on the test-battery was confirmed. Each and every task revealed distinct effects of concreteness, none of which could be defined as a simple superiority for concrete over abstract nouns, but rather as defining differential trajectories for each. This differential route went beyond what had been predicted *a-priori* for this factor. Not only was the
prediction concerning the syntactic effect of the concrete/abstract opposition in the sentence-construction task clearly confirmed, this variable turned out to have other, varied syntactic effects in this and other tasks, such as on amount of repetitions of stimulus items in giving definitions. So, too, was the prediction for an interaction of concreteness with age (see, further, Section 2.4 below). In sum, the variable of concreteness, like the other independent variables of this study, yielded throughout both predicted and unpredicted effects.

The notions of concreteness and imageability are typically dealt with together in the research literature, even though they are not exactly the same, each relating to rather different types of representations (see Chapter I, Section 2.2 for detailed analysis of these two variables). Recall that attempts to elicit rankings for both imageability and concreteness across the full database that served to establish values for the variable of familiarity/frequency were not successful. Moreover, while from the point of view of respondents’ subjective reactions to the task, this inaccessibility was shared by both the notions of imageability and concreteness, they turned out to differ, as follows. Participants complained more and commented more on their difficulties when asked to rank items for imageability, particularly so in the case of nouns that cannot be clearly identified with one of the two extremes of concreteness/abstractness. A second circumstance that emerged mainly in the imageability ratings was the large extent of non-agreement and discrepancies in individual responses, often accompanied by comments such as (in free translation from the Hebrew): “perhaps I am not a typical respondent, because I have a very visual mind”, “I’m an architect, so I am visually-oriented”, etc. Support for the high degree of interpersonal variability in imageability ratings comes from Flieller and Tournois (1994), who reported that 75% of their imageability ranks ranged from 1 (very high) to 7 (very low). These different observations can be taken as evidence for the genuine psycholinguistic differentiation between imageability and concreteness, attributable to the more specific, modal-dependent nature of the former, compared with concreteness, which has a relatively non-specific and amodal representation.

In what follows, I consider research that involves either imageability or concreteness or both with no differentiation between the the two, in relation to five topics
of current relevance: concreteness effects revealed by the present study, neural mechanisms underlying the concrete/abstract differentiation, correlations between concreteness and other psycholinguistic variables, interfaces in later language development, and theories accounting for the concreteness effect in light of the results of the present study. Reference to what is termed the “concreteness effect” in the literature occurs mainly in the context of lexical access, in the initial stages of lexical processing. The bulk of such research describes this in terms of the superiority of concrete over abstract words in early as well as later language acquisition, in reading comprehension and production, and in various psycholinguistic measures such as lexical decision and naming. A small number of studies, further noted below, found converse results for superiority of abstract over concrete words. The present study adopted a rather broader approach to the topic, by examining concreteness/abstractness effects across a range of tasks with differing demands, in various semantic-syntactic domains, as well as in different age groups from schoolchildren across adolescence. This perspective made it possible to relate to the notion in terms of a task-sensitive concreteness/abstractness differentiation that consolidates during the period of later language development and matures in adulthood, illuminating a rich variety of interesting patterns not revealed by studies conducted from the point of view of the “concreteness effect” in the accepted sense of the term.

As for the neural mechanisms underlying the concreteness effect, of particular relevance here are two studies showing that context effects modulate and interact with concreteness/abstractness (Giesbrecht et al, 2004; Tolentino & Tokowicz, 2009). In Tolentino and Tokowicz’s ERP study, responses to concrete words were different than those of abstract words when a block of abstract words preceded a block of concrete words as well as when the two types of words were mixed in a single block, whereas when concrete words preceded abstract words, ERPs to abstract and concrete words did not differ. The finding that context has an effect even at the neuro-physiological level provides general support for results of the current study, in which the variable of concreteness in words presented in isolation (e.g., in the association task) had a fundamentally different impact than when they were presented in context (e.g., in the sentence-construction task).
A range of studies demonstrate the strong interdependencies between concreteness and familiarity/frequency, as discussed early in this chapter -- in Section 2.1 above (Barry & Gerhand, 2003; Bates et al, 2001; Clark & Paivio, 2004; Colombo & Burani, 2002; De Groot, 1989; Flieller & Tournois, 1994; Gernsbacher, 1984; Gilhooly & Logie, 1980; Juhasz & Rayner, 2003; Paivio et al, 1968; Rinaldi et al, 2004). This topic is thus not considered further in the present context.

The study by Reilly and Keah’s (2007) sheds light on the relation between imageability and concreteness from the rather novel perspective of linguistic analyses of imageability ratings, indicating that most theories of concreteness address only semantic properties, hence assuming arbitrary relations between form and meaning, whereas their analyses indicated the opposite. One important result that they report is the relatively high measures of objective frequency that were obtained by the words they examined, a finding that provides additional support for the interdependency of concreteness/imageability and familiarity/frequency in objective measures. Their findings for objective frequency can thus be taken as support for the findings of the present study, which was based on subjective measures. Reilly and Keah also report that English low-imageable words were mainly of Latinate origin and tended to be longer and morphologically more complex than those of Germanic origin. Similar interdependencies between imageability/concreteness and historical factors were revealed by the English-language, discourse-based studies of Bar-Ilan and Berman (2007), Corson (1982, 1984), and Malvern et al (2004), indicating that some aspects of form-meaning relationships are to a certain extent predictable. These analyses have twofold implications in the present context. On the one hand, they are confined to the Latinate-Germanic distinction as specific to the typology of Modern English. For example, the word-stock of Modern Hebrew is based on (at least) two distinct historical layers, Biblical and Mishnaic, with many synonymous words deriving from either one or the other, most typically differing in register (Ravid, 2005; Ravid & Berman, 2009: Schwarzwald, 2001). Yet current Hebrew manifests virtually no structural distinction between lexical items of different historical origins, in terms of word-length, syllable structure, or morphological patterning. On the other hand, findings such as those reported above for English go beyond language-specific factors in the evidence they provide for the existence of
“interfaces” between different variables – where the term “interface” is used here in the sense of mutual, two-way interdependencies between two or more factors -- even at the level of word-internal structure and use.

Moving now from interfaces within words, the sentential tasks -- of interpreting (largely unfamiliar) target words in context, constructing sentences with both familiar and unfamiliar target words, and providing definitions of familiar words -- provided evidence for the existence of interconnections at the level of the sentence, too. The present study did not set out to encompass the rich array of syntactic issues relevant to lexical meaning and structure, yet nonetheless its findings have implications relevant to the typically syntactically-motivated debate on linguistic universals (Evans & Levinson, 2009; Jaeger & Norcliffe, 2009). Thus, by demonstrating a strong semantic-syntactic interdependency as discussed in Section 1.2 above, the results of my study argue against modularity in language processing (Fodor, 1983). These findings further indicate that word order in sentences is not pre-determined or governed by set syntactic hierarchies (Pinker & Bloom, 1990), but rather that it is sensitive to conceptual constraints (as argued by Bock et al, 2001; Bock & Levelt, 1994).

With respect to various approaches to concreteness effects, accepted accounts fail to fully accommodate the findings of the present study. Pavio’s ((1991; 2006) “dual-coding” proposal predicts an advantage of concrete over abstract nouns due to the additional visual properties of the former. My study, however, did not reveal a robust advantage for concrete nouns as predicted by dual-coding, possibly because the latter is assumed to operate mainly in lexical access, whereas the present study went beyond issues of access in relation to the mental lexicon. The “context-availability” theory is more ambiguous and prone to various interpretations. First, the vagueness with which the term “context” is used means that it is often unclear what context is being referred to -- of words, sentences, or even entire pieces of discourse. Thus, researchers refer alternatively to word-associations (Schwanenflugel & Harnishfeger, 1988) as well as to sentences (Schwanenflugel & Noyes, 1996), without taking into account difference between the two types of context. Second, I suggest that these approaches are based on a confounding between context-availability and frequency/familiarity. For example, Schwanenflugel and Harnishfeger (1988) gave the following instructions to participants in performing the task...
of ranking context-availability: “It is easy to think of a context for the word ‘baseball’ and ‘emotion’, but it is much harder to think of a context for the word ‘inversion’ and ‘sloop’ ” (p. 502). This suggests that context-availability as measured in these and other studies of Schwanenflugel and associates in fact is equated with the ease of producing a sentence for a given target word. Yet level of understanding of (unfamiliar) target words as analyzed in responses to the sentence-construction task in my study was not found to differ for concrete versus abstract nouns respectively, even though this task in question also tapped into the same psycholinguistic factor of context-availability. On the contrary, the differences that emerged between the two types of words was revealed by morphosyntactic analysis, with sentences constructed with abstract words more likely to include other words from the same root as the target word and/or to embed it in complex syntactic contexts, in the form of heavily modified NPs (Ravid & Berman, 2010), whereas concrete words typically occurred alone, or with minimal modification. In other words, different strategies were adopted in constructing sentences with concrete versus abstract nouns, with sentences using concrete nouns not necessarily “better” than those with abstract nouns.

Of particular relevance in the present context are sensory-verbal accounts of the “concreteness effect” that focus on shared features and embodiment of experience (Desai et al, 2010; Grondin et al, 2009; Vigliocco et al, 2009; Vinson et al, 2003). Such models seem to best account for the differential processing of concrete versus abstract nouns revealed by my study, in terms of a differential activation of distinct semantic features. Also of relevance in this connection is Vinson et al’s observation that the concreteness effect differs between animate and non-animate entities, in view of the fact that the present study was deliberately confined to nouns standing for non-animate referents. Tolentino and Tokowicz’s (2009) account, which relates concreteness to a high degree of specificity and abstractness to generality, seems to best explain the tendency revealed in this and other studies, of concrete words to be more autonomous and unmodified and of abstract words to require some type of modification.

In sum, a concreteness/abstractness differentiation emerged throughout my study, in semantic and in syntactic analyses, to nouns lying at the two extremes of the concreteness/abstractness scale. It would be interesting to further examine when and how
this differentiation consolidates in relation to other nouns with varying degrees of concreteness, imageability, and/or specificity on a more detailed evaluative scale (Ravid, 2002, 2006b).

2.4. Developmental Findings
This section concerns the main age-related trends emerging from the study, starting with general developmental findings and proceeding to comparisons of my findings with those of prior research in English and in Hebrew, focusing on derivational morphology.

Age-related changes were revealed across the board in almost every facet of the study covered in the battery of written tests, typically in the form of a preference for one type of response and a concomitant decrease with age in other, less favored types of responses. The developmental curves that emerged were in some cases linear, indicating a gradual shift with age, in others they were step-wise, indicating a more marked change, with 10th graders and adults typically clustered together as against 6th graders. In general, there was an overall increase with age in preference for semantically-related responses, with a concomitant decrease in non-semantic responses as well as in the proportion of unrelated, inappropriate, or miscellaneous responses.

Specific analyses demonstrated a strong inter-dependency between age-schooling level and all the other independent variables of the study: root transparency, familiarity/frequency, and concreteness. With respect to root transparency, younger participants relied markedly more on full roots than did the older ones, not only for unknown words that they encountered, but also in responses they gave to familiar words both in isolation (on the associations tasks) as well in sentential contexts (in sentence-construction and definitions). Further, full roots served as a platform for further processes of analysis, whereas defective roots turned out to restrict the scope of younger children’s responses, with a shift in favor of more structurally-related or else unrelated responses and more moderate developmental curves.

Degree of familiarity/frequency of target words can be defined in terms of an intersection of factors combined from two types of exposure to linguistic input, one age-dependent, as reflected in developmental trends, and the other text-dependent, as reflected in frequency of encounters with particular lexical items. Effects on results were
precisely as predicted by this intersection: a familiarity/frequency effect with respect to frequency of encounter, an age-based effect with respect to development, and an interaction of familiarity/frequency and age with respect to the combined effect of both. Results of the sentence-construction task illustrate this constellation clearly: High-F words achieved a rate of nearly 100% success as reflecting full understanding of the target words as early as 6th grade; on the other hand, the low-F words, which reflected full understanding in nearly 80% of the cases in the adult population, did so only 50% of the time among the youngest group of 6th graders and close to 70% in the 10th grade. This finding is remarkable, given that the low-F words selected for this task were ones that had received relatively higher scores on the F-scale than items defined as low-F on the other tasks in the battery. On the other hand, the overall tendency for preference of semantic and far more diverse responses to high-F words and more limited, structure-based responses to low-F words was consistent across the entire test battery. Further, similarly to what was found for age-root interdependencies, two distinct developmental patterns emerged with respect to familiarity/frequency, as follows: a steeper and more clearly demarcated curve in the case of familiar/frequent items and a more moderate and fuzzier curve for unfamiliar/infrequent items.

As for the developmental effect of concreteness, it was manifested in two ways: On the one hand, concrete items proved easier to cope with, especially in the younger age groups but, on the other, there emerged an age-dependent pattern of distinct trajectories for concrete as compared with abstract items. Use of superordinate versus synonymous terms in definitions given to abstract nouns provides clearly illustrates these complementary trends: There was a significant increase in proportion of superordinates and a concomitant age-dependent differentiation between superordinates and synonyms in defining abstract nouns, one that did not occur in 6th grade, but emerged only from 10th grade up.

The predictions that there would be age-related changes across the board, on all tasks, and that age would interact with the other independent variables were thus fully confirmed. The prediction that high school students would reflect an intermediate stage between younger children and adult participants with respect to the developing mental lexicon was partially confirmed, because in many cases 10th graders were closer to the
adult population in their responses, whereas in other cases, the adolescents did in fact reflect an intermediate stage between the younger children and adults.

In reviewing relevant research, discussion starts with “later language development” as the domain of concern to the present study via the prism of lexical development. Psycholinguistic research on later, school-age lexical development is growing, but it is still relatively sparse compared with the rich body of studies concerned with the lexicon in early, largely preschool-age acquisition. Studies dealing with the developing lexicon at age-schooling levels similar to those in the present study can be divided into several different areas of concern, including: (1) lexical usage as one aspect of text-embedded, discourse-based linguistic expression in different languages, including Hebrew (e.g., Bar-Ilan & Berman, 2007; Berman, 2005, 2006, 2009; Berman & Nir-Sagiv, 2009; Berman, Ragnarsdóttir & Strömqvist, 2002; Nir-Sagiv et al, 2008; Ravid & Berman, 2010; Ravid & Cahana-Amitay, 2005; Ravid, van Hell, Rosado & Zamora, 2002); (2) the development of definitional skills (e.g. Benelli et al, 2006; Johnson & Anglin, 1995; Marinelle et al, 2003, 2004, 2006; Nippold, 1999, 2000); (3) estimates of vocabulary growth during adolescence (e.g. Anglin, 1993; Auer & Bernstein, 2008; Nagy & Anderson, 1984; Nagy & Herman, 1987); (4) work relating vocabulary to literacy and school-based academic achievements in the domains of reading and writing (e.g. Bolger et al, 2008; Ouellette, 2006; Perfetti, 2007); and (5) of particular relevance to the present study, a quite considerable body of research on school-age acquisition of derivational morphology (e.g., Anglin, 1993; Burani, Marcolini, De Luca & Zoccolotti, 2008; Carlisle, 1995, 2000; Deacon & Bryant, 2005; Feldman et al, 2002; Freyd & Baron, 1982; Larsen & Nippold, 2007; Leong, 2000; Lewis & Windsor, 1996; Mahony et al, 2000; Rabin & Deacon, 2008) including in Hebrew (e.g., Ben-Dror, Bentin & Frost, 1995; Ravid, 2004; Ravid & Avidor, 1998; Ravid & Bar-On, 2005; Ravid & Levi, 2010; Ravid & Malenky, 2001; Ravid & Schiff, 2006). Despite this rich and varied range of research, relatively few studies have conducted thorough-going, qualitative investigations aimed at in-depth analysis of the internal composition of the mental lexicon in later, school-age development (as for example, for Hebrew: Avivi Ben-Zvi, 2010; Ravid, 2002, 2006b; Seroussi, 2004).
Thus, as noted, psycholinguistically motivated developmental studies examining acquisition of the lexicon, as the focus of the present study, quite generally fail to consider schoolchildren and adolescents. The research population most commonly used in investigating the “syntagmatic to paradigmatic shift”, for example, consists of two- to four-year-olds, as in the studies of Luciarello and Nelson (1985) and Waxman and Namy (1997). The few studies that involve school-age children typically deal with the early school years, hence still in the period of “emergent literacy”; for example, Brown and Berko’s (1960) well-known work included 1st, 2nd, and 3rd graders as compared with adults, while the studies of Cronin (2002), Hashimoto et al (2007), and Nguyen and Murphy (2003) likewise concerned children in the same range of the early school years.

Studies on English employing participants at the same or similar age-schooling levels and dealing with issues directly related to the present study are, as noted earlier, few and far between. Most such studies take 6th-graders as their oldest group, without proceeding to adolescents (e.g., Benelli et al, 2006; Burani et al, 2008; Emerson & Gekoski, 1976; Ervin, 1961; Larsen & Nippold, 2007; Leong, 2000; Lewis & Windsor, 1996; Mahony et al, 2000; Nippold et al, 1999; Tyler & Nagy, 1989). The study reported here, in contrast, deliberately selected 6th-graders as the youngest group for its investigation. First, from a Piagetian perspective on cognitive development (Inhelder & Piaget, 1958, 1964; Piaget, 1972), pre-adolescents aged 11 to 12 years represent a cut-off point between concrete operations and the final stage of formal operations. This age-group also represents crucial developmental trajectories in physiological, sociological, and educational terms as well as psychologically, so that, for example, 6th grade often represents the end of the elementary or grade-school phase of formal education in Israel as in other countries (Segal, 2001, 2008). Larsen and Nippold’s work on English (2007) provides further, morphologically-based rationale for investigating this age group, as half-way between 4th and 8th grade, representing a period of rapid growth in derivational morphology skills. Again, as noted repeatedly, few studies employ young adolescents, I know of only two that, as in the present study, included 10th graders in their designs (Marinellie & Chan, 2006; Marinellie & Johnson, 2003).

In comparing findings of my study with those of research on school-age lexical development (mainly in English and Hebrew, as two languages for which relatively many
relevant studies are available), focus is on derivational morphology as a key component of this study, closely identified with the domain of later language development. Research in English points to increased mastery of derivational morphology with age, interacting powerfully with factors of semantic transparency and phonological regularity, such that semantically opaque and phonologically irregular derived forms consolidate later than their semantically and phonologically more transparent counterparts. (Anglin, 1993; Carlisle, 1995; 2000; Deacon & Bryant, 2005; Feldman et al, 2002; Freyd & Baron, 1982; Larsen & Nippold, 2007; Leong, 2000; Lewis & Windsor, 1996; Mahony et al, 2000; Rabin & Deacon, 2008). Further, comprehension is generally found to precede production, with command of vocabulary correlating highly with literacy development, reflected in increased attention to morphological cues in both writing-spelling and reading, accompanied by a decrease in reliance on phonological cues with age. Of particular interest in terms of the age range of participants in the present study is Mahoney’s (1994) finding for significant differences between the morphological skills of 9th graders compared with young adults. While my study does not include direct comparison between morphological abilities and other school-based language and literacy skills, the overall trends it reveals are largely consistent with findings from such research: An across-the-board increase with age in overall performance, together with an age-related differentiation between full and defective roots and increasing preference for morphological over phonological responses.

Another topic in this connection is the relationship between development of derivational morphology and metalinguistic abilities. This is typically examined by means of explicit tasks, such as explaining why two derived words are related (e.g. Bar-On, 2001), constructing a derived word with a given stem/root (e.g., Avivi Ben-Zvi, 2010; Levie et al, 2008), drawing analogies between derivationally complex words based on roots, stems, and/or affixes (e.g. Ravid & Schiff, 2006), or the exact interpretation of a morphologically complex word, based on an analysis of stem/root and affix (e.g., Anglin, 1993) -- abilities considered as the hallmark of mature metalinguistic knowledge. In contrast, **priming tasks**, conducted most generally with adults, uncover implicit facets of morphological knowledge in the organization of the mental lexicon (see Chapter II, Part B, Section 2 for details). In recent years, priming studies have also been conducted with
schoolchildren in both English (Feldman et al, 2002; Rabin & Deacon, 2008) and Hebrew (Raveh & Yamin, 2005; Schiff et al, 2008), with the latter revealing robust priming effects in schoolchildren for full compared with defective roots. Findings of the present study, which included derivational morphology as an important research variable, provide strong evidence for the involvement of the consonantal root in almost every aspect of analysis, from the most implicit tasks, such as those examining relatedness between words, to the most explicit, such as definitions.

There is relatively rich research on acquisition of word-formation processes in Hebrew, as a language in which derivational morphology plays a particularly important role, and one to which Hebrew-speaking children show relatively early sensitivity (Berman, 1987, 2000, 2003; Clark & Berman, 1984; Ravid, 2003, 2006a; Ravid & Malenky, 2001). Comparison of findings of the current study with prior research is confined here mainly to the issue of the consonantal root, as the only strictly morphological independent variable in the present context. The issues of derivational patterns and linear affixation are further considered below, as playing an indirect role in my study in the context of typological facets of the mental lexicon of Hebrew (Section 3 below). Here, I consider first studies examining morphological awareness and other types of Hebrew-based morphological experiments in school-age population (Bar-On, 2009; Ben-Dror, Bentin & Frost, 1995; Cohen-Mimran, 2009; Ravid & Bar-on, 2005; Ravid & Malenky, 2001), and then proceed to more detailed discussion of three particularly relevant studies, using derived nouns with school-age populations (Avivi Ben-Zvi, 2010; Ravid & Avidor, 1998, Seroussi, 2002).

In the written modality, Ravid and Bar-On (2005) examination of 3rd, 4th, 5th, 6th and 10th graders’ spelling of root letters after previous exposure to primes that contained the same root letters found an age-related increase in reliance on root elements, expressed by a general decrease in spelling errors with age and, more specifically, a decrease in primed-root spelling errors with age. Even stronger support for the importance of morphological cues comes from two recent studies of reading. Cohen-Mimran (2009) examined correlations between reading fluency and various linguistic measures among 5th graders, finding that the strongest predictor of reading fluency was their performance on a morphological task. Bar-On (2009), who gave grade-school children and adolescents a
series of reading tasks, likewise found evidence for the reliance of skilled Hebrew readers on morphological cues, an ability that consolidates with age. Another two studies were performed in the oral modality. Ben-Dror et al.’s (1995) comparison of reading-disabled 5th graders with their non-reading disabled peers -- in an on-line study measuring reaction times to tasks in various linguistic domains and of various degrees of difficulty – revealed correlations between morphological skills and reading comprehension, in line with a range of other studies. Ravid and Malenky (2001), who investigated kindergarteners, 3rd, 6th, 9th graders and adults on various root-pattern tasks with various degrees of explicitness, found a gradual increase with age in all the tasks with respect to the root. On the other hand, success on root extraction in the Ravid and Malenky study was directly related to the lexicality of the research items, since root extraction of non-words was more challenging for participants than root-extraction from real words, in interaction with age, such that the distinction between words and non-words was more prominent in the younger age groups; for example, 3rd graders were already at ceiling of 100% success in extracting the root of real words, but only 72% success on the same task with nonce words. These findings support the idea of the dual-nature of the root as emerged from the present study as well. On the one hand, (full) root awareness is evident from early on and its identification very soon reaches a ceiling effect; yet on the other hand, this awareness is not only lexically dependent -- as revealed by Ravid and Malenky – but also semantically dependent, as shown by the present study’s finding for the correspondence between words with full roots and mainly semantic responses. The present study adds a further, (morpho)phonological factor to this pattern, revealed by responses to words with defective roots. None of the studies cited so far, except for Schiff et al’s (2008) on-line task, investigated full against defective roots in developmental perspective, carefully controlling for other independent variables, as was done in the present study. The major conclusion from adding the phonological factor to this equation is that what can best be termed “root strength” – in the sense of “cue strength” -- depends on both semantic and phonological/orthographic consistencies (Berman, 1993; Gonnerman et al, 2007; Ravid, 1990, 2003).

Studies cited so far provide evidence for the dual-faceted nature of root awareness, as an ability that emerges early, but that has a protracted developmental route
until it is consolidated, in interdependence with lexical, semantic, and phonological factors combined. Another three studies, in the specific domain of Hebrew derived nouns, are in quite general agreement with this line of thought. Ravid and Avidor (1998) investigated oral command of Hebrew-speakers (5-year-old preschoolers and children in 3rd, 6th, and 9th grade compared with adults) on comprehension and production of Hebrew action nominals, both morphologically regular and irregular (as described in Chapter I, Section 3). In keeping with findings from English, comprehension preceded production; regular derived nouns were easier to process than irregular ones, and consolidation of this type of morpho-lexical knowledge turned out to be a long and protracted process that continued well into adolescence and adulthood. Seroussi’s study (2002), conducted in writing with students in 6th, 8th, and 11th compared with younger (19- to 20-year-olds) and more mature adults, extended the study of Ravid and Avidor to a broader set of Hebrew derived nouns with varying degrees of specificity and irregularity, on a range of tasks varying in requirements of explicit metalinguistic knowledge (e.g., identification versus correction, sentence-completion versus sentence-production). Here, too, comprehension was found to precede production, and acquisition was not completed until adulthood, such that in the Ravid and Avidor study, comprehension versus production scores were respectively 46% / 50% in 6th grade, 79% / 68% in 9th grade, and 84% / 76% in the adults. Two tests in Seroussi’s study aimed specifically at the comprehension/production distinction were those requiring respectively identification and correction of the wrong derived noun in a sentential context: Scores increased respectively from 55% / 24% in 6th grade, to 60% / 36% in 8th grade, 82% / 70% in 11th grade, 76% / 70% in young adults, up to 92% / 87% among the older adults – showing a decreasing discrepancy with age in comprehension versus production abilities. The present study differs from the earlier two studies of Hebrew derived nouns in development in the following important ways. First, derivational morphology was not referred to explicitly in the present contexts, since participants were not required to perform direct morphological manipulations as in Ravid and Avidor (1998) and Seroussi (2002). Second, all items in the two earlier studies were confined to full roots only, whereas the present study deliberately included nouns derived from defective roots as well. Nonetheless, despite these marked differences, the present study, too, revealed a comprehension / production discrepancy, as follows. Comparison
of results on two tasks of associations between words -- comprehension (in the single-choice relatedness task) and production (in the unique-associations task) -- yielded the following patterns: for production -- 40% in 6th grade, 44% in 10th grade, and 53% in adults; for comprehension (in terms of proportion of semantic responses) 56%, 65%, and 72% in the adults -- patterns that correspond well to the results of prior studies.

Another important trend that emerged from the studies noted above was the split between two types of knowledge -- morphological, in terms of command of rules for Hebrew word-formation, and morpho-lexical, reflecting command of the established lexicon of Hebrew with all its idiosyncrasies and irregularities. Whereas awareness of morphology and command of conventional morphological means for creating new words are apparent from early on in development, even from preschool age (Berman, 2000, 2003; Berman & Sagi, 1981; Clark & Berman, 1984), full command of the morphology-meaning interface is shown, time and again, to be a lengthy and protracted process that continues into adolescence and beyond, even in adulthood. This discrepancy between knowledge of morphological structure versus lexical convention is consistent with findings of the study of Avivi Ben-Zvi (2010), which involved sentence completion with derived nouns performed by participants ranging from 1st graders to young and mature adults. Rate of success in providing a well-formed Hebrew derived noun was relatively high, from almost 50% in 1st grade to over 90% in the adult population. In contrast, success at providing a lexically-specific and morphologically accurate derived noun was significantly lower and showed a much steeper curve, from 5% in 1st grade to over 80% in adults. Of relevance here are the results of three age groups corresponding to those of the present study -- 6th graders, 11th graders and adults. Whereas the ratio of morphologically well-formed derived nouns was over 90% as early as in the 6th grade, the ratio of lexically-correct derived nouns was slightly over 40% in the 6th grade, around two-thirds in 11th grade, and nearly 85% in the adult population, revealing a developmental trajectory that is highly consistent with this study. Similar patterns of results were found in Seroussi’s (2002) study, in which correct morphological action nominals accounted for 89% among 6th graders, 90% in 8th graders, up to 95% in 11th graders and among young adults, reaching a ceiling of 98% among the older adults, as compared with far lower success rates in supplying the conventional, lexically correct
action nominals: 42% in 6th grade, 55% in 8th grade, 86% in 11th grades, and up to 90% and 83% among the younger and more mature adults respectively.

This age-dependent morphology-semantics interface can be inferred from the present study as well, although it did not score responses in terms of either right/wrong or evaluative rankings of success. With respect to morphology, the impact of root transparency in almost every analysis employed here and its interaction with age offer clear and resounding proof of the status of the root as a fundamental factor in the mental lexicon of Hebrew speaker-writers in general, and as an important basis for lexical development in the language in particular. With respect to semantics, the qualitative and quantitative changes with age that emerged in the semantics-pragmatics domain of my study indicate that the developmental trajectory on the way to full command of a complete array of word-specific meanings and a full range of semantic nuances and connotations are established only in adulthood, if ever.

To conclude, the rich and variegated developmentally motivated information provided by the present study suggest reconsideration of a range of issues in the domain of later language development, going beyond rather than ending with grade-school pre-adolescents. The study has implications for issues of gradual developmental trajectories as against one-time shifts, the importance of qualitative analyses in relation to the developing lexicon, and the gap between early structural mastery compared with later lexical proficiency.

3. Discussion of the Mental Lexicon
This section of the discussion concerns the nature of the “mental lexicon” in light of the findings of the present study, starting from more general consideration of the properties of the mental lexicon in general (3.1), moving to Hebrew-specific features that emerged from the study (3.2), and concluding with the morphology-meaning interface in the mental lexicon as reflected in my study (3.3).
3.1. Properties of the Mental Lexicon

Definition and demarcation of the boundaries of the mental lexicon are by no means unequivocal, as surveyed in the introduction (see Chapter I, Section 1.1). Findings of the present study shed light on some of the controversies regarding the nature of the mental lexicon, including in terms of the distinction between the mental lexicon and conventional published dictionaries, the internal composition of the mental lexicon, the size of its units, and models of lexical access. In-depth investigation of the mental lexicon, typically couched in terms of the metaphor describing it as an “inner dictionary”, yields both shared and distinct properties when compared with conventional dictionaries.

As background to this question, it should be borne in mind that conventional dictionaries are by no means uniform, since they are written by lexicographers motivated by different considerations and applying distinct linguistic criteria (Anshen & Aronoff, 1999; Zechmeister et al., 1993). Of the three dictionaries employed in the present study (see Chapter II, Part A, Section 1.1), Even-Shoshan (1993) took upon himself the monumental task of documenting every single word that ever appeared in print in Hebrew, regardless of actual usage, while the compilers of the condensed one-volume dictionary of Sapir (1997) were motivated by primarily commercial considerations. As opposed to common folk beliefs, the very fact that a word occurs in a dictionary is not proof that it in fact exists in actual usage nor, conversely, does the fact that a word is not listed in any conventional dictionary mean that it is not occurrent in the language. Discrepancies in both directions are legion. Of the many lines of comparison that can be drawn between conventional dictionaries and the mental lexicon, three are detailed here are: the root as a lexical entry, distinction between possible and actual words (Aronoff, 1976), and what is considered a lexical entry.

With respect to the status of the consonantal root, right from the start of my study, numerous discrepancies emerged between the three Hebrew dictionaries I consulted both in what was listed and how. Taking the root š-m-r ‘keep, guard’ for example, Sapir’s (1997) very lenient criteria include under the same root-entry all the words that share this sequence of letters regardless of their morphological composition (e.g., šomer ‘guard’, šmura ‘nature reserve’, šamranut ‘conservatism’, šmarim ‘yeast’, and even the morphologically non-derived and semantically unrelated words that happen to contain the
same three letters, such as šumar ‘fennel’ and šamir ‘dill’). More stringent criteria of semantic relatedness are applied by Even-Shoshan (1993), which distinguishes between one sense, as in šomer ‘guard’, šmura ‘nature reserve’, šamranut ‘conservatism’, and another, as in šmarim ‘yeast’. The computerized Rav-Milim, in its earlier (1997) floppy-disk version, likewise attempted to differentiate semantic relatedness between senses or “word families” made up of words from shared roots. The current on-line version of this highly sophisticated dictionary (Choueka & Freidkin, 2001) unfortunately does not allow for searching for a given root as a lexical entry. As for the existence of roots in the mental lexicon of Hebrew speaker-writers, a rich range of psycholinguistic studies, both explicit and implicit (priming), have demonstrated that roots exist as an organizational principle of the mental lexicon of Hebrew. Hebrew speaker-writers have also been shown to be sensitive to the degree of semantic (Frost et al, 2000b; Moscoso del Prado Martín et al, 2005) and phonological transparency of roots (Frost et al, 2000a; Schiff et al, 2008; Velan et al, 2005), so that they tend to perceive as more clearly root-related words that share clear semantic and phonological connections. For example, it is safe to assume that most Hebrew speakers, if asked, would say that the words šomer ‘guard’ and šumar ‘fennel’ are not related by root, so reflecting the impact of semantic unrelatedness. On the other hand, it is hard to specify what exactly is involved in the notion “semantically related”, as is evident from the disparate findings yielded by different dictionaries as well as by the subjective judgments of individual speakers. The picture is different, however, in the phonological domain, which reveals a clear and marked discrepancy between conventional dictionaries and speaker judgments. Dictionaries, not concerned with psychological processes or speaker perceptions, typically treat defective and full roots exactly the same, whereas the morphophonological opacity of defective roots leads speakers to differentiate significantly and across the board between the two types of roots.

Another discrepancy lies in the boundary between actual and potential words. Even-Shoshan (1993) favors potential words, listing numerous unfamiliar, almost completely unknown words, including, for example, regularly derived, but non-occurrence action nominals (e.g., hitxalcut as the hypothetical rule-based action nominal for the non-occurrence verb-form hitxalec – cf. the root x-l-c occurring in a range of actual words
including verbs meaning ‘to remove (shoes)’, ‘to rescue’ and nouns meaning *rescue-boat, pioneer, pioneering*); and his dictionary also lists numerous arcane literary innovations from published works, coinages stipulated by the Academy of the Hebrew language that have never been absorbed into current usage, as well as archaic or obsolete words from earlier historical stages of the language. Such items are deliberately excluded from *Rav-Milim*, in the interests of adhering to contemporary usage. For example, the following totally unknown nouns *xelcon, xalaca, and hitxalcut* from the root *x-l-c* ‘rescue’ appear in Even-Shoshan, and the word *xalécet* ‘rescue boat’ is listed on the internet site of the Academy of the Hebrew Language, yet none of these are given in *Rav-Milim*. As for the mental lexicon, proof of the actual/potential discrepancy emerged very clearly from the findings of the questionnaires (Chapter II, Part A, Section 2). Familiarity questionnaires tended to reflect potential words by relatively high ratings given to even clearly unknown words, since they represented possible well-formed Hebrew words. In contrast, frequency questionnaires turned out to better reflect actual words such as in fact occur in speaker usage. For example, the highly specific coinage of the Academy of the Hebrew Language *mavzek*, a translation of the word ‘(camera) flash’ scored 4.14 on familiarity but only 1.93 on frequency, while the abstract literary term *sguliyut* ‘uniqueness’ scored 4.17 on familiarity but only 1.93 on frequency.

The issue of what is considered as a lexical entry is also controversial, as was earlier apparent in relation to the debate on the lexical status of roots. A typical lexical entry in conventional dictionaries is a single word, usually in the singular form in the case of Hebrew nouns. With respect to the mental lexicon, scholars disagree on such topics as: what constitutes a lexical entry in the mental lexicon, whether units smaller than words (morphemes) or larger than words (compounds, collocations) exist in the mental lexicon and to what extent (Aitchison, 2003; Arnon & Snider, 2010; Bannard & Matthews, 2008; Berman & Ravid, 1986; DiSciullo & Williams, 1984; Jackendoff, 2002; Lyons, 1977; Nemo, 2003). Findings of the present study shed light on these issues as follows. As detailed earlier in this chapter (Section 2.2), in the mini-experiment that I performed on selected nouns from the frequency questionnaires, their frequency scores rose significantly after I modified they way they were presented to a more “user-friendly” format, one more familiar to the average speaker-writer of Hebrew (by addition of more
familiar diacritical marks instead of the unfamiliar, normative ones, changing nouns from singular to plural, and embeddings nouns in a noun compound construction). There was a significant increase in the frequency scores for all such modified forms, a finding that supports a non-symbolic, highly specific characterization of entries in the mental lexicon. Further, the significant increase in the frequency scores assigned to nouns that appear more often in the plural form (e.g. kišur ‘skill, talent’ – which scored 3.14 in the singular form and 4.54 in the plural form of kišurim ‘skills, talents’) can be taken as evidence for the role of inflectional morphology in the mental lexicon (Baayen, Dijkstra & Schreuder, 1997; Baayen, Levelt, Schreuder & Ernestus, 2008; Baayen, McQueen, Dijkstra & Schreuder, 2003; Caramazza, Laudana & Romani, 1988; Clahsen, 1999; Katz, Rexer & Lukatela, 1991; Laaha, Ravid, Korecky-Kröll, Laaha & Dressler, 2006; Nakisa, Plunkett & Hahn, 2000; Prasasa & Pinker, 1993; Ramscar, 2002). And there is also evidence for the role of familiarity of nouns in the plural rather than the structurally unmarked singular form in Hebrew language acquisition (Berman, 1981; Dromi & Berman, 1982). Inflectional morphology is not further considered here, as lying outside the scope of the present study, but these findings support the idea that inflectional morphology is not confined to grammar or (morpho)syntax, and that it plays a role in the lexicon as well.

A further example of lexical specificity is provided by the third type of modification, applied to is the noun xaróšet ‘industry’: Initially, in its “bare” form, it scored 3.54 on frequency, but when inserted as the modifying element in the context of the lexicalized compound beit xaróšet ‘house-GEN industry = ‘factory, plant’, it scored 4.59, indicating that this noun is far better known and more commonly used in the compound construction, hence evidence for the existence of units larger than single words in the mental lexicon. Further support for the psychological reality of multiword expressions as lexical entries is provided by the syntagmatic responses given in the association tasks, for example, for the noun tahalix ‘process’, tahalix lešoni ‘linguistic process’, tahalix murkav ‘complex process’ -- with adjectival modifiers -- and tahalix hašalom ‘the peace process’ and tahalix lemida ‘learning process’ -- in compound head-noun plus adjunct noun constructions. Such eventualities are not taken into account by conventional dictionaries, which typically do not list (morphologically regular) plural forms or (not fully lexicalized) compounds as major lexical entries.
Overall, findings of the present study clearly demonstrate the multidimensionality and dynamic organization of the mental lexicon, way ahead of any conventional dictionary, even more sophisticated ones like the Hebrew Rav-Milim. The results documented here prove that Hebrew speaker-writers are constantly constructing flexible task- and age-dependent networks of connections between words, which are sensitive to the numerous variables involved in the study – including factors of usage, morphological structure, and semantic content.

3.2. The Mental Lexicon: Hebrew-Specific Properties

This section details Hebrew-specific findings that emerged in the course of the investigation that had not been anticipated a priori, and so can be considered as by-products of the study. The first topic discussed in this connection is the impact of typological factors on familiarity/frequency scores, followed by factors of Hebrew morphology not dealt with in the preceding chapters, such as Hebrew mishkal patterns and diacritical vowel-marking.

Results of the familiarity questionnaires, the first administered in the study, drew my attention as seeming to reflect typological preferences more than familiarity per se. Consider, for example, the regular action nominals of the five non-passive Hebrew binyan patterns: CCiCa for P1 (Qal, Pa’al), CiCuC for P2 (Pi’el), haCCaCa for P3 (Hif’il), hitCaCCut for P4 (Hitpa’el) and hiCaCCut for P5 (Nif’al). It was immediately evident to me that the action nominals derived from P5 (Nif’al) verbs were consistently given low scores for familiarity, leading me to conduct more detailed statistical analyses, to examine the effects of these and two other typological factors (historical origin, and type of derivation) on the distributions in the familiarity questionnaire by means of a three-way ANOVA performed on the entire database of 2,400 derived nouns. In the first domain, the regular action nominals, which constituted over one-third (867) of the nouns were divided as follows: 28% were in the pattern CiCuC of P2 (Pi’el), 26% in the pattern haCCaCa of P3 (Hif’il), 19% in the pattern CCiCa of P1 (Qal, Pa’al) , 17% in the pattern of hitCaCCut of P4 (Hitpa’el) while less than 10% were in the pattern hiCaCCut of P5 (Nif’al)— a distribution which, while not taken directly from a representative sample of nouns in Modern Hebrew, nicely reflects current trends in
Modern Hebrew (Bolzky, 1999; Schwarzwald, 2001, 2002), with P2 a highly frequent binyan with the highest rate of productivity (Berman, 1993, 2003), and P5 as the least frequent. Significant differences emerged between the familiarity scores (F(8, 2353)=14.546, p<.001) as follows: P4 (Hitpa’el) scored the highest (M=4.72, SD=0.42), P3 (Hif’il) was the second (M=4.59, SD=0.62), followed by P1 (Qal, Pa’al) (M=4.58, SD=0.6), P2 (Pi’el) (M=4.5, SD=0.75) and the last was P5 (Nif’al) (M=4.29, SD=0.57). A post-hoc analysis revealed significant differences between the action nominals derived from P2 and P4, and between the action nominals from P5 and almost all the other binyan patterns (P1, P3 and P4), such that P5 scored significantly lower than the others. The most interesting result here was the inferior status assigned to P5-derived nominals, in both quantitative and in qualitative terms. This provides further support from the nominal domain for the nonfavored status of binyan nif’al, as earlier established for verbs (Berman, 1993; Raz-Salszberg, 2006; Schwarzwald, 1981).

The second analysis, of the effects of the historical source of the derived noun (F(1, 2353)=227.827, p<.001) revealed that derived nouns from Biblical, Mishnaic, and Medieval Hebrew scored significantly higher (M=4.54, SD=0.04) than their more contemporary counterparts, nouns coined in Modern Hebrew, starting with the late 19th century (M=4.051, SD=0.03). The rationale for the third analysis, type of derivational process, was the fact that, even though the study adopted non-linear, non-concatenative root-based derivation as its point of departure, in order to establish large enough families of words from the same morphological basis, a substantial proportion (411 =17.1%) of the derived nouns in the database were in fact ones constructed by linear derivation – for example, maxševon ‘pocket calculator’, linearly derived from the derived noun maxšev ‘computer and the suffix -on, in contrast to the noun maxšev, itself derived from the root x-š-b. These cases of “double derivations” – in the sense of two layers of derivation via the root to one noun, and via this noun by affixation to another noun, are evidence for the increasing prevalence of linear derivation in Modern Hebrew, as opposed to earlier stages of the language, which were more canonically root-based (Ravid, 2006a; Schwazwald, 2001). The analysis revealed significant differences between them (F(1, 2353)=10.815, p<.005), the root-derived nouns (M=4.4, SD=0.03) scored significantly higher than the linear-derived nouns (M=4.19, SD=0.06). These findings clearly reflect the following
trends in contemporary Modern Hebrew morphology: On the one hand, interdigitated, non-linear morphology remains dominant in Modern Hebrew, both in amount and in linguistic and psycholinguistic reality, but on the other hand, concatenative, linear morphology is becoming more and more prevalent in Modern Hebrew.

The presence of linear morphology in this study further relates to the on-going debate concerning the source of derivation, whether a root or a whole word (Aronoff, 1994; 2007; Bat-El, 1989; Berman, 2000; Berent & Shimron, 1997; McCarthy, 1981; Prunet, 2006; Ravid, 2006a; Shimron, 2003; Ussishkin, 2005). The findings of this investigation point to a “hybrid “ account as the most adequate, taking both roots and whole words as two complementary sources of derivation – certainly in the case of Hebrew derived nouns.

The results of the free-associations, the only open-ended tasks in the battery that required single words as a response, proved to be a remarkable window on many variegated facets of the mental lexicon of Hebrew speakers. For example, the category termed “morphophonological” included both associations with shared mishkal patterns, suffixes, and rhymes (see Chapter III, section 4.1) since it was in many cases impossible to distinguish between them. Pattern-related associations typically rhyme and rhyming words are often related by a shared suffix and/or pattern, while shared endings most typically are a sign of a common pattern. Associations such as mexiron ‘price list’ to the input noun mešivon ‘answering machine’ or te’avon ‘appetite’ and bitaxon ‘security’ to the input noun bita’on ‘magazine’ or bdil ‘tin’ to gdil ‘tassel’, zadon ‘wickedness’ to madon ‘(literary) dispute’, further highlighted, in different perspective, the existence of interrelations between patterns and suffixes in the mental lexicon of Hebrew speakers. The present study did not directly address the category of pattern, which research has shown to be less psycholinguistically salient and as consolidating later in development than the root (Avivi Ben-Zvi, 2010; Clark & Berman, 1984; Levie et al, 2008; Ravid & Malenky, 2001; Ravid & Schiff, 2006). However, results of my investigation, particularly on the association tasks, reveal that patterns, too, have some psychological reality and hence play a role in the mental lexicon of Hebrew.

As for vowel-marking by diacritics, the last issue discussed under this heading, the bulk of the stimuli in the study were presented to participants marked by conventional
diacritical marks, as accepted in dictionaries and in formal written Hebrew (see Chapter I, Section 3.1). This was the only way for the study to avoid homography, as a prevalent phenomenon in Hebrew (Bar-On, 2010), since the stimuli in this study were isolated words. Differences between more and less familiar diacritic marks, not formerly anticipated, emerged in the early phases of the usage questionnaires, as discussed above. The bulk of studies on use of diacritic markings with adult population in Hebrew (Bar-On, 2010; Bentin, 1989; Bentin & Frost, 1987; Frost, 1995; Rahamim & Friedmann, 2009; Ravid, 1995, in press; Schiff & Ravid, 2004; Schwarzwald, 2003) fail to address the internal distribution of various diacritical marks and the relative frequency of each. An exception is the study of Shany, Bar-On, and Katzir (submitted), who found differential developmental paths in the acquisition of diacritical marks in gradeschool children in relation to their relative frequency of occurrence, yet they, too, failed to take into account the precise contribution of each separate diacritical mark.

In order to further clarify this complex issue, the following needs be noted with regard to use of diacritical marks in contemporary Hebrew. Hebrew speaker-writers are introduced to the full range of diacritic marks in the first years of elementary school, which are included in all the materials presented to them, as part of learning to read. From the 4\textsuperscript{th} grade on, however, most school texts are written without diacritics, so leading to a considerable amount of homography, which is solved mainly by reliance on context as well as, in some cases, partial supportive diacritic marking (termed *nikud ezer* ‘ancillary pointing’) aimed at disambiguation of the potential homographs by employing only the five most frequent and prototypical diacritical marks for the five vowels in Hebrew script – standing roughly for the cardinal vowel values of *a*, *e*, *i*, *o*, *u*. This very common method of disambiguation has the effect of strengthening the weight of these prototypical types of diacritics, which have relatively consistent phoneme-grapheme mappings, so undermining the status of the other, less canonic diacritics, which are generally completely disregarded by readers of Hebrew. Today, for Hebrew reader-writers, the full range of normative diacritics is confined largely to children’s literature, to poetry, and to the scriptures (Bar-On, 2010; Ravid, 1996, in press). For example, the most common way of representing the vowel *o* is the *xolam* (indicated by the letter for the historical glide *w* and a dot on the top-left side), but in fact it can also be represented by
the less familiar *xolam xaser* (the dot alone) and the less common *qamats katan* (a mark shaped like a small capital T below the consonant, with the same shape as one used for *a*, but read like *o*). An examination of the surprising results of the questionnaires with respect to diacritical marks revealed that the most problematic were ones other than the five prototypical signs representing the basic vowel sounds. For example, in the present study, words with the very rare *qamats katan* were often misread by participants. Moreover, this phenomenon of ignoring the normative diacritic marks was so apparent in relation to items on the test battery, that it was identified as a special category termed “misreading”. This appeared mainly, but not only, in case of unfamiliar/infrequent words, such as the novel coinage *ma’aróxet*, stipulated by of the Academy of the Hebrew Language, as equivalent to the term ‘(inner) constitution’ in psychology: No fewer than 23 of the 120 associations given to this noun were based on misreading and interpreting it as *ma’aréxet* ‘system’, a more familiar/frequent noun both in form and meaning, hence in the relative frequency of the non-normative, misleading diacritical mark. Other evidence for this phenomenon, even in the case of familiar/frequent nouns, is provided by the noun *nófeš* ‘vacation, respite’: Several (15 of the 196) associations given to this noun took it for the word *néfeš* ‘soul’, demonstrating exactly the same confusion and misinterpretation of less common diacritical marks, of the kind rarely encountered from 4th grade on. The priming experiments in this study also yielded striking results with respect to diacritic markings. Whereas prior studies performed in Hebrew reported priming effects to targets with diacritics (Bentin & Feldman, 1990; Feldman & Raveh, 2003), the initial piloting experiments in the present study revealed no priming effects for targets with normatively stipulated diacritics. Priming effects appeared only after the vowel-marking diacritics were reduced to the minimum required for accurate reading of the target words.

The next issue addressed here is the relevance of transferring to Hebrew research tools such as frequency corpora that have been devised primarily for European languages like English and Dutch (e.g., Baayen, Piepenbrock & van Rijn, 1993). The typological effects of the “morphological bias” and the phenomenon of “pseudo familiarity” of unknown words on the initial familiarity questionnaires (Chapter II, Part A, Section 2) combine with the complexity of homography disambiguation in Hebrew noted earlier to challenge the reliability of Hebrew frequency corpora based on criteria borrowed
wholesale from English. For example, English manifests a large overlap between words and strings of letters occurring between spaces in writing (including computerized materials), so that almost every item that occurs between spaces can be defined as a “word” – with the possible quite marginal exception of verb-particle combinations and lexicalized compounds (Berman, 2002; Berman & Ravid, 1986; Lyons, 1977). In contrast, incompatibility between a single word and a string of letters occurring between spaces are numerous in Hebrew; for example, the string of letters הַסָּרָה can be read as the derived noun hasbara ‘information’, the definite-marked noun ha-svara ‘the-assumption’ and the possessive noun hesbera ‘explanation-her = her explanation’. One important source of such ambiguity is the fact that seven very high-frequency closed class items that constitute words in English and other European languages (the so-called moshe ve-kalev ‘Moses and Caleb’ series standing for the prepositions meaning ‘in, to, as, from’, the definite article ‘the’, and the conjunctions ‘and’, that’) are written as part of the next word. Thus, a frequency corpus in Hebrew actually reflects string-of-letter frequencies rather than word frequencies. It thus seems to me that the best way to achieve psycholinguistically valid norms for Hebrew would be either by subjective ranking, as done in the present study, or by meticulously taking into account homograph disambiguation by at least minimal diacritical marking, and/or by providing relevant context.

Three conclusions can be drawn from this discussion of Hebrew orthography in light of the present study. The first is that the diacritical marks have a two-fold impact on the average writer-reader of Hebrew (Bar-on, 2010; Rahamim & Friedmann, 2009): In some cases they may aid in disambiguation, while in others they may interfere, depending on their relative frequency in conjunction with other factors. Second, the traditional division of Hebrew orthography into two systems – pointed (with diacritic markings) and unpointed (without diacritics) – may need to be revised, at least for psycholinguistic purposes, by addition of a third, intermediate system of partially supportive diacritics, highlighting the role of a few canonic vowel signs and disregarding others, which stand for morphophonological distinctions that in many senses no longer apply in current Hebrew. A third conclusion relates to models of reading Hebrew in light of the problems faced by Hebrew readers in processing words in isolation. The bulk of reading models in
English are based on words in isolation (e.g., Balota et al., 2006; Besner & Humphreys, 1991), which is understandable, since readers of isolated English words do not encounter homography to nearly the same extent as their Hebrew counterparts, nor do they need to cope with a complex system of diacritical marks. For all these reasons, psycholinguistic models based primarily on English, as the most widely researched language in the world, are not automatically compatible to other, typologically distinct, languages (see, further, Share, 2008).

3.3. Conclusions: The Morphology-Meaning Interface in the Mental Lexicon

This concluding part of the discussion of the mental lexicon aims at a renewed look at the morphology-meaning interface in light of the findings of the present study, beginning with morphology, followed by meaning, and ending with the interface between the two.

Before going any further, as an-oft repeated motif of this discussion, it should be borne in mind that the bulk of theories and models apply to English morphology, which differs markedly from Hebrew. One such difference is the observation that derivational morphology in English is regarded by numerous researchers principally as a clue for word-class distinctions (e.g. Shore & Kempe, 1999), which operates mainly when speakers encounter unknown words. Further, complex words in English tend to be longer, more abstract, and relatively lower in frequency (Bar-Ilan & Berman, 2007; Curson, 1982; 1984; Reily & Keah, 2007). In contrast, the rich morphology of Hebrew provides far more than lexico-syntactic information, it applies across the board, and is by no means confined to longer, more abstract, or less frequent lexical items.

The first debate re-evaluated on the basis of the findings of this study concerns the existence of morphology as an independent domain in the mental lexicon (see Chapter I, Section 1.1). In this respect, results of my study provide strong and consistent proof that morphology in general and the Semitic root specifically have a robust, across-the-board reality in the mental lexicon, even in the case of familiar/frequent words and at more advanced stages of lexical processing. Further, not only is morphology not secondary to other linguistic domains, the study shows it to have a preferred status compared to phonology in the mental lexicon of speaker-writers of Hebrew.
The second debate re-evaluated here concerns the source of derivation -- the whole-word versus root controversy – for which evidence is provided from two sources in this study. The first is the fact that no fewer than 17% of the nouns selected for the initial data-base of this study, taken from the root supplement of the Even-Shoshan dictionary, turned out to be derived linearly – reflecting the increasing use of linear, word-based derivation in Modern Hebrew. The second comes from examination of the mediated associations to low-F words, which proved to be an unexpected source of insight into the mental lexicon of Hebrew (see Chapter III, section IV). Qualitative analysis of these responses revealed that the associations coded as mediated represented a very mixed group of items, motivated by different considerations. In some cases, such as the association délet ‘door’ or cilcul ‘ringing’ to the input noun pa’aman (a Hebrew equivalent stipulated by the Academy of the Hebrew Language for the noun metronome), it is clear that the source of the association was the very similar familiar/frequent word pa’amom ‘bell’, whereas in other cases, such as the associations maxala ‘illness’ and pérax ‘flower’ to the input noun gdil ‘tassel’, it was clear that the mediation was through the root g-d-l ‘grow’. These mediated associations thus point to the presence of both words and roots in the associative lexical networks of Hebrew speaker-writers, who rely on both elements, whether mixed together or separately, as clues in interpreting novel words. These varied possibilities as sources of information in assessing new words in the language suggest a type of processing that is highly compatible with connectionist-type architecture.

Moving to meaning relations, the basic controversies in this respect can be summed up as follows: (1) the line between semantic and pragmatics criteria in the organization of the mental lexicon, (2) the line between semantic and associative relations, and (3) the question of whether semantic representation is modality-dependent or not. With respect to the first debate, the tasks of free association, mainly to familiar/frequent input words, provided supportive evidence for the difficulty of drawing a clearcut boundary between semantics and pragmatics, due to the complex word-world relations that they involve. These difficulties in drawing the line, often expressed by disagreements between the coders that needed to be resolved by a third party, lead to the following conclusion: It is practically impossible to tease apart semantics from
pragmatics, since they are so closely related in the mental lexicon. Further, the rationale for teasing them apart is artificial, not related to reality but to semantic theories. The best way, in my opinion, to view word-world relations is as complementary, mutually affecting and bootstrapping each other. The approach adopted in this study as a theoretical framework that best accounts for this inter-dependency is Frame-Semantics (Barsalou, 1992; Fillmore, 1974, 1975, 1985; Fillmore & Atkins, 1992), which considers both word and world knowledge in determining meaning relations in the mental lexicon.

The second and third debates noted here are closely related to the concrete-abstract distinction. So-called semantic and so-called associative relations are both manifestations of meaning relations in the mental lexicon, the main differences between them being largely related to concreteness, as reflected, for example, in the finding for more synonymic relations to abstract nouns and more co-hyponymic relations to concrete nouns. The third issue, concerning the modality (in)dependency of semantics was also shown to be strongly affected by the concrete-abstract distinction. Taken together, the results of my study lead to the conclusion that any account of meaning relations in the mental lexicon which refers solely to semantic-associative distinctions or to any other types of relations and/or dependencies without considering the factor of concreteness-abstractness, will fail to reflect the psycholinguistic reality of meaning in the mental lexicon in its multifaceted totality.

As for morphology-meaning interface, the root indeed has an unequivocal psycholinguistic reality in the mental lexicon, yet the dominant status of the root is by no means a representation of a single, intact independent module. Fine-grained analyses demonstrated that the robustness of the root depends heavily on semantic and phonological/orthographic transparency. The best account for these findings, in my understanding, is in a form of a Parallel Distributed Processing (PDP) network (Gonnerman et al, 2007; Plaut & Gonnerman, 2000; McClelland & Rumelhart, 1985; Monsell, 1991) with a hidden layer, which constitutes the locus of morphology. This hidden layer, which mediates between the input and the output by detecting consistencies and co-occurrence in form and meaning, in fact performs morphological operations. By this account, morphology thus evolves from the regularities and sub-regularities detected by the hidden layer. One of the prevalent claims against PDP accounts (e.g. Aronoff,
1994; Dohmes et al, 2004) is that morphology loses its independent status under such accounts because it merely reflects correspondence between phonology/orthography and semantics. The answer to this claim would be first, that the “classical” division into linguistic domains is not \textit{a priori} a part of the network’s architecture and second, that by this account, the status of morphology as a mediator between input and output data would be even higher in the hierarchy than in most accepted approaches to linguistic analysis.

4. Implications and Future Directions
This final part of the discussion summarizes first the major theoretical, pedagogical and clinical implications of the study (4.1) and concludes with comments on directions for further research (4.2).

4.1. Further Implications and Possible Applications
Several quite general implications emerge from the complex three-phased study documented here, which employed four independent variables in a variety of tasks. Methodologically, the study spotlights a number of key themes in both its design and outcomes. First of these was the value ensuing from meticulous and explicitly motivated selection of the target items in the form of a coherent yet adequately large and varied set of stimuli. Second, administration of specially constructed questionnaires, although tedious and lengthy, enabled the researcher to re-evaluate the criteria adopted for characterizing such well-known notions as frequency or concreteness and the inter-relations between them; this novel specification of the research variables meant that it was possible to control carefully for each both independently and in relation to one another, ensuring unbiased analysis of results which turned out to yield many unexpected insights and breakdowns. Third, the study underscores the importance of a research strategy that combines quantitative and qualitative lines of analysis, providing complementary perspectives on lexical structure and development, hence a more rounded picture of “the mental lexicon”. Relatedly, application of both off-line and on-line tasks provided complementary evidence for processing of the same materials at different levels of consciousness, while querying the extent to which the “mental lexicon” can be
adequately represented by research focusing on initial stages of lexical access. Another point highlighted by the study is the need for caution in transferring theoretical models no less than methodological procedures from one target language to another, particularly in moving from English to a language like Hebrew, which differs markedly in morphological structure as well as in its orthographic systems and conventions; this was demonstrated, for example, by how Hebrew speaker-writers construe the notion of “familiarity” of words presented in isolation and how they interpret words written with normative vowel-marking diacritics. Finally, developmental findings on the nature of the mental lexicon call into question claims made in prior research based largely on younger pre-school or early-school aged children – including the lack of a clear-cut “syntagmatic-paradigmatic” shift on associations tasks and the complex lexico-syntactic differences rather than a merely linear developmental curve in processing concrete compared with abstract terms.

Pedagogical implications of the present study include, first, the need for more careful and in-depth consideration of the abilities it reveals among 6th grade pre-adolescents. On the one hand, they are regarded by the school system as mature enough to cope with the abstract and sophisticated learning materials to which they are exposed, yet, on the other hand, they still have a long way ahead en route to maturely proficient mastery of both linguistic structure and use – a state of affairs that constitutes a challenge for teachers acting as mediators in mastering the linguistic and literacy-based challenges facing their students. By balancing for task difficulty, the study underscores the high level of metalinguistic resources required by tasks such as constructing sentences and providing definitions that are in routine use in schools -- suggesting that 6th graders not be assigned tasks that they are not as yet capable of performing, such as definitions of unfamiliar, infrequent, or abstract nouns of the kind common in school curricula (Nagy & Anderson, 1984). A third, Hebrew-specific pedagogical implication would be to give more weight to defective roots, considering both the processing complexity they entail and how common they are in everyday usage, so as to provide students with strategies for coping with them on a par with items and paradigms of words constructed out of full roots. Another Hebrew-specific pedagogical implication would be to re-introduce and review the normative diacritical marks at schooling levels higher than 3rd grade, in tasks
such as reading aloud, so as to ensure that they continue to form part of students’
receptive reading knowledge.

Clinical implications of the study would be to try and administer similar, suitably
adapted tasks to other populations such as children with Specific Language Impairment
(SLI), who are known to have difficulty with the acquisition of Hebrew derivational
morphology (Leong, 1995; Ravid, Avivi-Ben Zvi & Levie, 1999; Schiff & Ravid, 2007).
The study has demonstrated that the full root serves as a kind of “automatized” anchor
that is readily accessible for further lexical processing in normally developing children;
but such “automatization” in the sense used in connectionist accounts (e.g., Plaut &
Booth, 2000) may be less available, less well established, and less efficient in the case of
children with language and learning disabilities. The clinical implication here is twofold:
Diagnostic measures should examine the ability of such children to manipulate words and
word families constructed, at least initially, out of both shared roots and shared meanings.
And carefully focused instructional programs need to be devised on the assumption that
their morphological decoding skills are impaired in varied ways – so that controlling for
variables of root transparency, familiarity/frequency, and concreteness seems particularly
critical in such populations.

4.2 Directions for Future Research
The first such course would be to extend the priming pilot to full-scale priming
experiments, containing enough observations to ensure statistical significance beyond
what was feasible in the time-scale of the present study. This could be achieved by
increasing the time course of the experiment and/or by recruiting additional participants.
A further recommendation in this connection would be to add more time intervals
between the prime and the targets (for example, 75 ms, 150 ms) to the design of the
experiments, so as to give a better chance at detecting gradedness effects, as predicted by
connectionist accounts. It would also be interesting to perform these experiments in other
priming paradigms such as cross-modal priming and to compare naming latencies to
lexical decision latencies.

The second direction is to elaborate the age range of participants in order to
achieve a more fine-gained picture of the developing mental lexicon in adolescents and
adults. This could be done by adding (1) an interim age group such as 8th graders, lying half-way between the two groups of schoolchildren in the present study, in order to fine-
tune developmental curves for differentiating between grade-school and middle-school students (Berman, 2008); and (2) a group of young adults, who proved to be significantly different from adults in their late 20s and beyond in other Hebrew-based studies (Avivi Ben-Zvi, 2010; Seroussi, 2002, 2004) – particularly since the Israeli population of college and university students is typically several years older on average than their American or European counterparts.

A third direction concerns the impact of instructions given to participants on what tasks to perform and how, since this has been found to have an effect even in priming experiments, which are supposed to access directly the mental lexicon in the most implicit way (Rajaram & Neely, 1992). It would be interesting, for example, to ascertain what kind of effect, if any, would be obtained by providing more explicitly directive instructions, such as requiring participants to focus on semantic relations in the relatedness task, or requiring them to provide a super-ordinate in the task of definitions, would change the results.

A fourth direction would be to extend the scope of this study to atypical populations of the kind noted above, using the results of this study as a kind of baseline for both diagnosis and treatment of adults as well as children with various kinds of language and learning disabilities, reading difficulties, and other types of impairments.

A fifth recommendation would be to extend the scope of familiarity/frequency norms for Hebrew in both size and make-up, and to establish Hebrew-language norms for imageability/concreteness, as well as for age-of-acquisition of the lexicon. Regarding the first of these requirements, the norms set for familiarity and frequency in the present study filled a lacuna in Hebrew lexical research, but they were confined to the specific domain of derived nouns and so need to be extended to other types of nouns (for example non-derived and borrowed nouns) and to other lexico-grammatical categories such as verbs and adjectives. Providing more widely-based Hebrew norms for imageability/concreteness is also necessary, so as to go beyond the two extremes of plus or minus concrete terms, to account for words that manifest an intermediate degree of imageability/concreteness, inter alia so as to examine whether the concrete-abstract
contrasts revealed by this study would also apply to words with an intermediate status in this respect. A further recommendation would be to confine these norms to familiar/frequent words, taking into account the high level of dependency found in this study between the factors of imageability/concreteness and familiarity/frequency respectively. It is also important to establish Hebrew norms for Age-of-Acquisition, as a variable of growing prevalence world-wide and one that manifests significant correlations with other dimensions of linguistic structure and use (Barry & Gerhand, 2003; Bonin et al, 2004; Bird et al, 2001; Colombo & Burani, 2002; Morrison et al, 1997; Reily et al, 2007, Zevin & Seidenberg, 2004).

A sixth direction would be to assess the factors of familiarity/frequency and concreteness/imageability on other classes of typologically distinct nouns in the lexicon of Hebrew such as, for example, foreign terms (Fisherman, 1986). An attempt was made in the initial stages of the present study to construct questionnaires that also included borrowed nouns, but this was abandoned due to the complex and time-consuming design that it involved. However, preliminary impressions from this attempt indicate that foreign or loan words -- which are generally longer than native Hebrew words and often do not conform to Hebrew phonological constraints on stress-assignment and syllable structure – are, in fact, processed differently in the mental lexicon of Hebrew speaker-writers. For example, participants in this part of the study seemed to show far less of a tendency to disambiguations in interpreting loan words (which do not demonstrate the same homography as do native items) nor did they rely on diacritical markings in the same way as in processing root-derived items. Supporting evidence for this differentiation in the Hebrew mental lexicon between root-derived and foreign words is provided by studies conducted on typical (Velan & Frost, 2007, 2009) and atypical populations (Friedmann & Gvion, 2001, 2005; Gvion & Friedmann, in press) showing that the letter transposition effect, well-known in English, does not exist in Hebrew due to the different principles in the morpho-orthographic organization of the two languages. Further, Hebrew-English bilinguals in Velan and Frost’s (2007) study revealed priming effects when primes were combined from transposed letters of the targets in reading English but not in reading Hebrew. Moreover, not only does letter transposition in Hebrew often lead to another meaningful word owing to the morpho-orthographic density
of the Hebrew writing system, Friedmann and Gvion also report a Hebrew-specific type of letter-transposition dyslexia. In light of these findings it would be interesting to further investigate form-meaning mappings in the mental lexicon of Hebrew in relation to foreign/borrowed words as against derived words, as representing two distinct types of lexical architecture.
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Appendix 1: Written Test Battery, Version A

Shalom,

This written test battery is designed to assess students' understanding of the Hebrew language. It consists of multiple choice questions, and it is divided into two parts: Part 1 and Part 2.

Part 1: Multiple Choice Questions

1. What is the correct answer to the following question?

A) יד B) ח C) ק

2. How many questions are there in Part 2?

A) 12 B) 15 C) 20

3. Which of the following statements is true?


4. What is the pronunciation of the word ב"ט?

A) ב"ט B) ט"ב C) ב"ט

Part 2: Essay Questions

5. Write an essay on the importance of learning the Hebrew language.

Shalom,

This essay should be at least 500 words long. It should include:

- An introduction that explains the importance of learning the Hebrew language.
- A body that discusses the benefits of learning the Hebrew language.
- A conclusion that summarizes the main points.

6. Submit your essay by the deadline.

The deadline is [insert date].

Shalom,

This essay should be submitted in PDF format. It should be uploaded to the learning management system by [insert date].

Best regards,

[Your Name]
A

גַּרְשָׁה

כְּטַנִּי מֵש’ 1 - אַסוּפְּרַאְנָה

לפְּנֵיכֶנָךְ רָשְׁוַמָּה מִלָּיִם, הָלָקַן מָוַּקְרָה וְהָלָקַן אֲלָמָכִיהוּ. כְּתַבֶּה לְדָלָל כַּל מִילָה אֶת הַמִּילָה הַהַרְשָׁוַת

שֻׁעַלָּה בְּדַעֲוָהָה בְּעֵקְבֹּרָהָה. הַשָּׁהֲדָל לָמָּגַז אַסוּפְּרַאְנוּהוּ רְשָׁוַת כֶּלֶכֶל הַמִּילָה בְּרַשְׁפּוֹת, גָּס כַּלְמָיִלָה

לָא מְוַלְדַּוָּה.
קטן מסי: 2 – חיבור בחקוש
לפיגר ולשונית המשפטים. בכל משפט יש מילה מודגשת. מתי, לדעתי, הפיתוש המ잔ה למילה.
המודגשת: כתבו אתו מתוחלת קטע.
1. הורודת פנתה לאונשי מודע לקבל חמקית על התשעננות הל. מהי תמרית?
___________________________________________________ __________________
2. בכל נמל ריוויה ליהות קולות חלצת אחת מהקרוק החור. מתי חלצת?
___________________________________________________ __________________
3. אלילל הגרוף ששמוני ממרוק רב עבור יבי חסומי על ערב קר גוסים. מהי הסמיה?
___________________________________________________ __________________
4. בתוכך מדברenzie ק사회 את ניש להזינוัย מגוון. מהו מבוע?
___________________________________________________ __________________
5. הקטגורית של האופנה בת ימי מאפשים לכל אדס להלביש לפ שטימא. מהי קטגורית?
___________________________________________________ __________________

קטן מסי: 3 – חיבור משפטים
לפינכוס רושמת مليו, הלחן 모וךלאת והלחן לא מוקרוח. עובר כל מילה, חובר משפט חוכל מילה וו.
קתן מס' 4 – קשר בינמילים

ולפיכך רישום מליים, חלקן מוקדשות וחלקן לא מוקדשות. מתחת לכל מיילה מודגשות חתיכות אוربع.

מלים לשנייה של יבקושין שונין. קנתב מס' 0 עד 4 על כל חתית מחוזע המילים.

המספר צירף לין את חווית הקשר במילוי הבשורות התחתונות במילוי המודגש בשורה מעל.

כשסימן 0 מפריע שואי, ליצות, קשר בינמילים, אויל סימן 4 מפריע קשר חודש. מותק ככתב.

אותו המספר יוצר ملفט את בחודש שורה.

---

**חתוך**

[ boş space ]

**חתינת**

[ boş space ]

**חק**

[ boş space ]

**יבולות**

[ boş space ]

**גוע**

[ boş space ]

**מחישה**

[ boş space ]

**מכונית**

[ boş space ]

**יציקה**

[ boş space ]

**מע '*'**

[ boş space ]

**אבק**

[ boş space ]
כם בכתף מיסי, 1, עם כל מילים רשמית Миי, חלוקי מובילים וחלקים לא מובילים. חותם על כל משתמש
את המילה ואת האנשים שעלו בעדככם בעקבותיו. השתרדלו למ지요 אסוציאציות כלשה של המילים
ברישמה, מה שלא מובילים אלא מובילים.


cעומן

cגובב

cפסיק

cמשה

cתנגה

cתשפת

cמגלה

cבר

cקדמה

cמחיש

cפסת

cתלך

cבר

cסקפת

cמבנה

cמקסימ

c_SHARED

cמשה

cפייח

cתגלות
כומ בקטעי מוי 2, 3, נא הביאו לרשימה מילוי, חלוקי מרכז, החלק של החלוק ולא מ코חד. חיבור משלים למלים האלה.

א. הקטעים שאנו מבינים את הקטעים
ב. הקטעים שאנו מבינים את הקטעים
ג. הקטעים שאנו מבינים את הקטעים
ד. הקטעים שאנו מבינים את הקטעים
ה. הקטעים שאנו מבינים את הקטעים
ו. הקטעים שאנו מבינים את הקטעים
ז. הקטעים שאנו מבינים את הקטעים
ח. הקטעים שאנו מבינים את הקטעים
ט. הקטעים שאנו מבינים את הקטעים
י. הקטעים שאנו מבינים את הקטעים
ימ. הקטעים שאנו מבינים את הקטעים
ן. הקטעים שאנו מבינים את הקטעים
(Direction: north)
כומר בשתי מסות, 3, 4, 5, 6, 7, 8, 9 יחצ Majesty, חלפים מזכרת וחלפים, מздравות לכל מעלה.

מפר Monad, המפר המתאはじめ, מספר לציון את חוף החופש בין המילים באתר התיאורי שלם המילה.

המסומן בשורה מעל, 7-9 מצiants שיאי חוף בוניל 4-7 מצiants חוף מקואד בונית. מותר

ל_contacts את אנשי המפר והמעום אתelier.

้ำמירה
פירהה תיגענה _______ _______ _______ _______

מקנה
קרקה _______ _______ _______ _______

מסירה
מקיקה _______ _______ _______ _______

פש
קרוש _______ _______ _______ _______

בע
קריעה _______ _______ _______ _______

בליעות
מקליה _______ _______ _______ _______

_keyboard
מקלייה _______ _______ _______ _______

עשיה
מקלאה _______ _______ _______ _______

 NSObject
קרפת _______ _______ _______ _______

_transform
קרפת _______ _______ _______ _______

שפיות
מקלאה _______ _______ _______ _______

לשם
מקלייה _______ _______ _______ _______

שפיות
מקלייה _______ _______ _______ _______

תקף
ףמקלייה _______ _______ _______ _______
קטע מס’ 9 - אסוציאציות

כמו בתКОפורט מס’ 1-5, לג כל מוזג תרשימת מילון, תكو מוקדחת וכתוב לא מוכתר. חתבי ליד כל
מילות את המילים והאשמות שלעב בודקיה. החתודי למיזוג אסוציציות כלשהי לכל
המילות ברישום, וגלָּמֶלוֹות לא מוכרות.

| מיציו |マー | מַקְּרוֹ | מֶשֶׁמוּת | קַש | מְנוֹי | גֶב | בְגֶיל | בְצֶא | מִשְׁחָת | אָאוֹב | שִׁיני | בָטֶה | מַאֲכֶל | פָנֶה | מַטְצִיע | מַאֲזֶנֶת | נֹיח | טָח | מַאֲלַק | פָנֶק | מַטְצֵיע | מַאֲזֶנֶת | יָלְקֹט | חִיבֶל | הָבָר | כְשָרוֹ
Appendix 2: Written Test Battery, Version B
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הכרזת קלאמות למדי
שאולות מחקר
שלום רב,

במסגרת לימודים באוניברסיטת תל אביב, אנוי ערכו ממקח העושק בתわたות השפה העברית ב STARTİLD, בני נוער ואנשי מבוגרים במשתמשי מחקר אשר העריך את התפתחות בינהו תוחלת והשכלה בשפה העברית והאקדמית, ולא בלבדו צעד מחקר מתאיםegis ביצועים וביעילות ביצועים.

לא בלבדו צעד מחקר המתאיםegis ביצועים וביעילות ביצועים, אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנוי ב oprKッがブルをコートけんをするために אנバイブ・プログラム

命题

פרטי רקע: תארך

תארך לידה: 

Mos: זכר / נקבה

 האם אשת/ה ילד/ת ישראלי? _________

אם לא, באיזה גל הנטה לישראלי? _________

 מה שמם האם שלך? _________

 מה השכלה שלם, שנות לימוד) שלם? _________

Mos', סียว: _________

קוד: _________
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גרסה B

קטע מוט' 1 – קשר ਵਿੱਚ ਮੌਲੀਨ

לפינਗ੍ਸ ਕਬੰਧਤ ਸ਼ੁ ਸ੍ਰਿੰਗ੍ਵੋਕਲ ਮੋਕਰਤਾ ਹੋਣਾ ਲਈ ਮੌਕਰਤ। ਮਸ਼ਿਬਿ ਲਈ ਮੀਟ ਸੈਮੇਰੋ ਹੁਣਣੋਲ

(ਮੌਲੀ ਮੰਦੀਵਾਂ) ਹੋਇਆ ਅਰਬ ਸੀ ਮੀਟ ਪੁਧਰਤਾ ਹੋਈ ਬਹੁ ਕਰਿਸੀ ਦਾਂਗੀ। ਹੋਇ ਅਤੇ ਮੀਟ ਕੰਡਰਾ

ਬਿਹਤ ਅਵਤਾਂਸਮ, ਮੀਟ ਮੰਦੀਵਾਂ ਅਕਿਪ ਰੋਹਟ ਹੁਣਣੋਲ।

<table>
<thead>
<tr>
<th>מיכל</th>
<th>מיכל</th>
<th>מיכל</th>
</tr>
</thead>
<tbody>
<tr>
<td>קור</td>
<td>קור</td>
<td>קור</td>
</tr>
<tr>
<td>מיכל</td>
<td>מיכל</td>
<td>מיכל</td>
</tr>
<tr>
<td>כו</td>
<td>כו</td>
<td>כו</td>
</tr>
<tr>
<td>מיכל</td>
<td>מיכל</td>
<td>מיכל</td>
</tr>
<tr>
<td>ש</td>
<td>ש</td>
<td>ש</td>
</tr>
<tr>
<td>מיכל</td>
<td>מיכל</td>
<td>מיכל</td>
</tr>
<tr>
<td>ת</td>
<td>ת</td>
<td>ת</td>
</tr>
<tr>
<td>מיכל</td>
<td>מיכל</td>
<td>מיכל</td>
</tr>
</tbody>
</table>
הוסיפו לרשימה הבאה, חתובי בשורה שלידיה את כל המילים שלדעתכם קשורות אליהו.

<table>
<thead>
<tr>
<th>הinkelel</th>
<th>שיקת</th>
<th>חבית</th>
<th>חפה</th>
<th>מג</th>
<th>פטרכות</th>
<th>נפש</th>
<th>בוגות</th>
<th>יewn</th>
<th>סקרנות</th>
</tr>
</thead>
<tbody>
<tr>
<td>מבקן</td>
<td>בולו</td>
<td>_WPship</td>
<td>מצל</td>
<td>בו</td>
<td>שדק</td>
<td>שיקח</td>
<td>חבית</td>
<td>חפה</td>
<td>מג</td>
</tr>
</tbody>
</table>
קטע№ 3 - הגדרה במקישור
לפרטים שונים מפורטים. בכל מופת יש מילה מודגשת. מחקו, לתוך mc, הפירוטים המתחיאים למקילה
המודיעה: כותב או כתוב לקטוע.

1. כותי מחקת בכלอารוג כלعيدבבית ובתי מלאכה שוני. מחקי מחקת!

2. רמת הקימויים ביןArial השונה ממוספת למסורתי. מחקי דמיון!

3. חקש שלArial העמוסת לפניםית שونة ממקשות שלח. מחקי דריש!

4. התחלאות עוגרბנקסייתכילארהאתבירתארחאריתפה. מחקי תכשיט!

5. אניסיה יהודית בפקمنتجاتעטרה למצות עריך כל. מחקי פרוגות!

קטע№ 4 - מדריך
כתוב הנהר לכלאנה ממקלי הבאות. השליח الرحיב מול המשמעת של כל מילה במדוייק,בדומה להגדירויןיגון במקילה.

---

דימוי

---

בייה

---

טקה

---

שלום

---

בוד
קטע מט' 5 – כשר ביני מילים
כמו בקטעים מס' 1, 2 ו-3, מנדעטנה קבוצת של מילים, שחקלן ומקרות וחלקלק לא מקרות. מסביב לכל מילה שנכתבה גלגלין (התוígלה המודגשת) תعباد אחרון מילה שנכתבה אלייה בקשירת שניות. בחזרה
את המילה הקשורה ביותר, לדרתכם, לmlinת המודגשת והקיפו בעיגול.

<table>
<thead>
<tr>
<th>הקפת</th>
<th>שוקה</th>
<th>מוקף</th>
<th>משושא</th>
<th>גויה</th>
<th>צביע</th>
<th>קטע</th>
<th>חק</th>
</tr>
</thead>
</table>
כאמור, בתקצץ מס' 6, הגדרה לכל מילה שהוא מילים הבאות. הש_Store על Kháחי מאה משלים משמעה של כל מילה במקודק, בודמו להגדרות הש_SIGNATURE במוותים.

**מְעַלִית**

**מַחְשָבָה**

**מִסְדָּר**

**פָּנָה**

**פָּאֵי**

כאמור, בתקצץ מס' 7, הגדרה בהקשר.

כאמור, בתקצץ מס' 3, לפיכך והמשיכו משפטים. כל משפט יש מילה מודגرة. מה להלן, והמשיכו.

המותאם למלים המשוערים? כתבו את מהות המושプレゼ.

1. הרק딩 על כללה של מתמטיה בפעם עם כל ק하자לה של המסגרת. מהי מגרפרת?

2. אם בחירה הלימהGeorgia במי שלמידיה הבכירה לטיני של מילים, البيتון על בוכנים של מילים, מהי הלימה?

3. התכלה כך ממשקים מאצרים ריבים כל מטיולול מהנקיסת בונה של. מהי בולית?

4. עד לъем האחרות, לא היה כיון Aengus לשבע העבירות. מהו אגרו?

5. בעלו להופעל ריבס מاختبار חדש בעלה פיקסלת נבזהת הישה. מהו בולית?
כמעט مثل מס’ 2, ע śro כל מילה ברשימה הבאה, כתבו בשורה שלידיה את כל המילים שלהן.

<table>
<thead>
<tr>
<th>מָשְׁפִּים</th>
<th>מֲשָׁפְתוֹת</th>
</tr>
</thead>
<tbody>
<tr>
<td>עֶבֶר</td>
<td>עַעַת</td>
</tr>
<tr>
<td>חֲצָאִית</td>
<td>מִשְׁקָפַי</td>
</tr>
<tr>
<td>שֶקֶל</td>
<td>מַטַּל</td>
</tr>
<tr>
<td>בּוּצְיוּת</td>
<td>עֶצֶב</td>
</tr>
<tr>
<td>מֶנְגֶל</td>
<td>חֲצָאִית</td>
</tr>
<tr>
<td>חֶשֶׁר</td>
<td>הַמִּשְׁקָפַי</td>
</tr>
<tr>
<td>חֹומֶר</td>
<td>מְשִיב</td>
</tr>
<tr>
<td>מַלְקֶטֶת</td>
<td>אֲמִינ</td>
</tr>
<tr>
<td>מְזֶה</td>
<td>חִבָּל</td>
</tr>
<tr>
<td>מְזִיעָה</td>
<td>מֹאזְנֶי</td>
</tr>
</tbody>
</table>

כשורת אלי. 
Appendix 3: List of Overall Stimuli, Written Test Battery

Task 1 = Degree of Relatedness -- Multiple; Task 2 = Degree of Relatedness -- Ranking; Task 3 = Interpretation in Context; Task 4 = Free Associations -- Single; Task 5 = Free Associations -- Multiple; Task 6 = Sentence Construction; Task 7 = Definitions

<table>
<thead>
<tr>
<th>Task</th>
<th>Familiarity/Frequency Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>![Full Defective Table]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>Familiarity/Frequency Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>![Full Defective Table]</td>
</tr>
<tr>
<td>Concreteness database</td>
<td>Concrete</td>
</tr>
<tr>
<td>------------------------</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td>Full</td>
</tr>
<tr>
<td>High-F</td>
<td>Low-F</td>
</tr>
<tr>
<td>גמל</td>
<td>נקמת</td>
</tr>
<tr>
<td>סוכר</td>
<td>סוכר</td>
</tr>
<tr>
<td>עץ</td>
<td>עץ</td>
</tr>
<tr>
<td>כתר</td>
<td>כתר</td>
</tr>
<tr>
<td>מקרית</td>
<td>מקרית</td>
</tr>
<tr>
<td>פירות</td>
<td>פירות</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Familiarity/Frequency Database</th>
<th>Full</th>
<th>Defective</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-F</td>
<td>Low-F</td>
<td>High-F</td>
</tr>
<tr>
<td>בהנה</td>
<td>בהנה</td>
<td>בהנה</td>
</tr>
<tr>
<td>מזרע</td>
<td>מזרע</td>
<td>מזרע</td>
</tr>
<tr>
<td>מוקד</td>
<td>מוקד</td>
<td>מוקד</td>
</tr>
<tr>
<td>מצוה</td>
<td>מצוה</td>
<td>מצוה</td>
</tr>
<tr>
<td>מצנפת</td>
<td>מצנפת</td>
<td>מצנפת</td>
</tr>
<tr>
<td>בציר</td>
<td>בציר</td>
<td>בציר</td>
</tr>
<tr>
<td>קדמונים</td>
<td>קדמונים</td>
<td>קדמונים</td>
</tr>
<tr>
<td>משטיח</td>
<td>משטיח</td>
<td>משטיח</td>
</tr>
<tr>
<td>מחשב</td>
<td>מחשב</td>
<td>מחשב</td>
</tr>
</tbody>
</table>

Concreteness database

<table>
<thead>
<tr>
<th>Concrete</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>Defective</td>
</tr>
<tr>
<td>High-F</td>
<td>Low-F</td>
</tr>
<tr>
<td>עץ</td>
<td>עץ</td>
</tr>
<tr>
<td>כתר</td>
<td>כתר</td>
</tr>
<tr>
<td>מקרית</td>
<td>מקרית</td>
</tr>
<tr>
<td>פירות</td>
<td>פירות</td>
</tr>
</tbody>
</table>
### Familiarity/Frequency Database

<table>
<thead>
<tr>
<th></th>
<th>Full</th>
<th>Defective</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-F</td>
<td>נפש</td>
<td>כפשת</td>
</tr>
<tr>
<td></td>
<td>חי</td>
<td>כחיות</td>
</tr>
<tr>
<td></td>
<td>מ-chief</td>
<td>כchief</td>
</tr>
<tr>
<td></td>
<td>חבר</td>
<td>כחברת</td>
</tr>
<tr>
<td></td>
<td>מספר</td>
<td>כמספר</td>
</tr>
</tbody>
</table>

### Concreteness database

<table>
<thead>
<tr>
<th></th>
<th>Concrete</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-F</td>
<td>מ楽しみ</td>
<td>מ殳ב</td>
</tr>
<tr>
<td></td>
<td>כ realtà</td>
<td>כשקט</td>
</tr>
<tr>
<td></td>
<td>משקט</td>
<td>משקט ה</td>
</tr>
</tbody>
</table>

### Concreteness database

<table>
<thead>
<tr>
<th></th>
<th>Concrete</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-F</td>
<td>מקסיקו</td>
<td>מקסיקו</td>
</tr>
<tr>
<td></td>
<td>מקסיקו</td>
<td>מקסיקו</td>
</tr>
<tr>
<td></td>
<td>מקסיקו</td>
<td>מקסיקו</td>
</tr>
</tbody>
</table>

### Concreteness database

<table>
<thead>
<tr>
<th></th>
<th>Concrete</th>
<th>Abstract</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-F</td>
<td>מקסיקו</td>
<td>מקסיקו</td>
</tr>
<tr>
<td></td>
<td>מקסיקו</td>
<td>מקסיקו</td>
</tr>
<tr>
<td></td>
<td>מקסיקו</td>
<td>מקסיקו</td>
</tr>
</tbody>
</table>
Appendix 4: Stimuli for Priming Experiments

M=Morphological; MS=Morpho-semantic; S= Semantic; U=Unrelated;

<table>
<thead>
<tr>
<th>Target</th>
<th>Prime M</th>
<th>Prime MS</th>
<th>Prime S</th>
<th>Prime U</th>
<th>Target</th>
<th>Prime M</th>
<th>Prime MS</th>
<th>Prime S</th>
<th>Prime U</th>
</tr>
</thead>
<tbody>
<tr>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
<td>כל</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Words</th>
<th>Non-Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Roots, Familiar/Frequent</td>
<td></td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>Full Roots, Unfamiliar/Infrequent</td>
<td></td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
<tr>
<td>כל</td>
<td>כל</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Words</th>
<th>Non-Words</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target Prime</strong></td>
<td><strong>Prime</strong></td>
</tr>
<tr>
<td>Defective Roots, Familiar/Frequent</td>
<td></td>
</tr>
<tr>
<td>ספירו</td>
<td>קדוק</td>
</tr>
<tr>
<td>כזוב</td>
<td>קור</td>
</tr>
<tr>
<td>עלית</td>
<td>חרח</td>
</tr>
<tr>
<td>ביצת</td>
<td>סכשל</td>
</tr>
<tr>
<td>נחש</td>
<td>מִנְחָה</td>
</tr>
<tr>
<td>חוכמה</td>
<td>מְחַוָה</td>
</tr>
<tr>
<td>מַעֲרֵיה</td>
<td>מַעֲרֵיה</td>
</tr>
<tr>
<td>דיינה</td>
<td>מַעֲרֵיה</td>
</tr>
<tr>
<td>וכם</td>
<td>מַעֲרֵיה</td>
</tr>
<tr>
<td><strong>Defective Roots, Unfamiliar/Infrequent</strong></td>
<td></td>
</tr>
<tr>
<td>מִנְחָה</td>
<td>מַעֲרֵיה</td>
</tr>
<tr>
<td>כזוב</td>
<td>כזוב</td>
</tr>
<tr>
<td>ועלית</td>
<td>ועלית</td>
</tr>
<tr>
<td>ביצת</td>
<td>ביצת</td>
</tr>
<tr>
<td>נחש</td>
<td>נחש</td>
</tr>
<tr>
<td>מַעֲרֵיה</td>
<td>מַעֲרֵיה</td>
</tr>
<tr>
<td>וכם</td>
<td>וכם</td>
</tr>
<tr>
<td><strong>Kosher</strong></td>
<td><strong>Kosher</strong></td>
</tr>
<tr>
<td>מַעֲרֵיה</td>
<td>מַעֲרֵיה</td>
</tr>
<tr>
<td>כזוב</td>
<td>כזוב</td>
</tr>
<tr>
<td>ועלית</td>
<td>ועלית</td>
</tr>
<tr>
<td>ביצת</td>
<td>ביצת</td>
</tr>
<tr>
<td>נחש</td>
<td>נחש</td>
</tr>
<tr>
<td>מַעֲרֵיה</td>
<td>מַעֲרֵיה</td>
</tr>
<tr>
<td>וכם</td>
<td>וכם</td>
</tr>
</tbody>
</table>

**Words Non-Words**

<table>
<thead>
<tr>
<th>TARGET</th>
<th>PRIME M</th>
<th>PRIME MS</th>
<th>PRIME S</th>
<th>PRIME U</th>
<th>TARGET</th>
<th>PRIME M</th>
<th>PRIME MS</th>
<th>PRIME S</th>
<th>PRIME U</th>
<th>TARGET</th>
<th>PRIME M</th>
<th>PRIME MS</th>
<th>PRIME S</th>
<th>PRIME U</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words</td>
<td>Non-Words</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target Prime MS</td>
<td>Prime S</td>
<td>Prime U</td>
<td>Target</td>
<td>Prime</td>
<td>Prime</td>
<td>Prime</td>
<td>Prime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target Prime MS</td>
<td>Prime S</td>
<td>Prime U</td>
<td>Target</td>
<td>Prime</td>
<td>Prime</td>
<td>Prime</td>
<td>Prime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target Prime MS</td>
<td>Prime S</td>
<td>Prime U</td>
<td>Target</td>
<td>Prime</td>
<td>Prime</td>
<td>Prime</td>
<td>Prime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target Prime MS</td>
<td>Prime S</td>
<td>Prime U</td>
<td>Target</td>
<td>Prime</td>
<td>Prime</td>
<td>Prime</td>
<td>Prime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td>מִצב</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td>Ms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Aitchison, 2003; Anshen & Aronoff, 1999
Nguyen, 2003; Nguyen & Murphy, 2007
השאלות הבאות המותקנות_CA: האם, נושא זה מובא כ hứngים של הקדשה ביחס ל杂数יות במלים otras ו매ים?


לموضوع של המורפולוגית והסמנטית המובהק (מורפומ มา cords, מרחבים את המילים)

א acum של המורפולוגיתיות חשבתי בטבע בשני ריבים,رأיסים או מרחבים אחריהם.

ככותרת שלحين

של הלוח (לזרוג, הפועל את המילה של פונולוגיה, על ידי בפשטות קומפליקס, הפך טעמים סמנטיים ומיוחד

לאחר שה الجميع של מילהaupt או הפוך הפרוגמטי במוח

_dx, 1982) (DiSciullo & Williams, 1987; Jackendoff, 2002) (Gonnerman, Seidenberg & Andersen, 2007)

שאני לכל פורק של מילהaupt, ולחסם ענין פורק המילהaupt ולבנייה אוניה הדומין

שolvency שיים ממושנים מככפת המילהaupt. כלומר, המילהaupt ברolland אל תפוקד בעד תופשות דודים

ככותרת שלحين

אחת הסכמטות העיקריות (Bybee, 1985; Hay & Baayen, 2001; Prunet, 2006)

של מחקר זה היא או תלבורות את השפעת השכיחות על פירוק המילהaupt, כמ<source>各式各样 (Fillmore, 1982; Lyons, 1977; Nerlich & Clarke, 2000)

נבלי השכל ביו לשון (word knowledge) של Globus (Aitchison, 2003)

אחת או הקבילה (word knowledge) של Globus (Aitchison, 1985)

בפשר הסכמטות בשונים של השם של מילים phẫuמה של מקו thankfully (DiSciullo & Williams, 1987; Jackendoff, 2002)
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שolvency שיים ממושנים מככפת המילהaupt. כלומר, המילהaupt ברolland אל תפוקד בעד תופשות דודים
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של מחקר זה היא או תלבורות את השפעת השכיחות על פירוק המילהaupt, כמ<source>各式各样 (Fillmore, 1982; Lyons, 1977; Nerlich & Clarke, 2000)

נבלי השכל ביו לשון (word knowledge) של Globus (Aitchison, 2003)

אחת או הקבילה (word knowledge) של Globus (Aitchison, 1985)

בió様々な הסכמטות בשונים של השם של מילים phẫuמה של מקו thankfully (DiSciullo & Williams, 1987; Jackendoff, 2002)
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של מחקר זה היא או תלבורות את השפעת השכיחות על פירוק המילהaupt, כמ<source>各式各样 (Fillmore, 1982; Lyons, 1977; Nerlich & Clarke, 2000)

נבלי השכל ביו לשון (word knowledge) של Globus (Aitchison, 2003)

אחת או הקבילה (word knowledge) של Globus (Aitchison, 1985)

ביז様々な הסכמטות בשונים של השם של מילים仵מה של מקו Thankfully (DiSciullo & Williams, 1987; Jackendoff, 2002)

ככותרת שלحين

של הלוח (לזרוג, הפועל את המילהaupt ולבנייה אוניה הדומין

שאני לכל פורק של מילהaupt, ולחסם ענין פורק המילהaupt ולבנייה אוניה הדומין

שolvency שיים ממושנים מככפת המילהaupt. כלומר, המילהaupt ברolland אל תפוקד בעד תופשות דודים

ככותרת שלحين

אחת הסכמטות העיקריות (Bybee, 1985; Hay & Baayen, 2001; Prunet, 2006)

של מחקר זה היא או תלבורות את השפעת השכיחות על פירוק המילהaupt, כמ<source>各式各样 (Fillmore, 1982; Lyons, 1977; Nerlich & Clarke, 2000)

נבלי השכל ביו לשון (word knowledge) של Globus (Aitchison, 2003)

אחת או הקבילה (word knowledge) של Globus (Aitchison, 1985)

ביז様々な הסכמטות בשונים של השם של מילים仵מה של מקו Thankfully (DiSciullo & Williams, 1987; Jackendoff, 2002)

ככותרת שלحين

של הלוח (לזרוג, הפועל את המילהaupt ולבנייה אוניה הדומין

שאני לכל פורק של מילהaupt, ולחסם ענין פורק המילהaupt ולבנייה אוניה הדומין

שolvency שיים ממושנים מככפת המילהaupt. כלומר, המילהaupt ברolland אל תפוקד בעד תופשות דודים

ככותרת שלحين

אחת הסכמטות העיקריות (Bybee, 1985; Hay & Baayen, 2001; Prunet, 2006)

של מחקר זה היא או תלבורות את השפעת השכיחות על פירוק המילהaupt, כמ<source>各式各样 (Fillmore, 1982; Lyons, 1977; Nerlich & Clarke, 2000)

נבלי השכל ביו לשון (word knowledge) של Globus (Aitchison, 2003)

אחת או הקבילה (word knowledge) של Globus (Aitchison, 1985)

ביז様々な הסכמטות בשונים של השם של מילים仵מה של מקו Thankfully (DiSciullo & Williams, 1987; Jackendoff, 2002)
nearby, if the earlier morphological factors that influence the choice of forms are not considered, the resulting forms will be highly inaccurate, as the morphological factors influence the choice of forms.

In this study, we examined the role of morphological factors in the choice of forms in the Hebrew language, with particular focus on the use of the article, which is a morphological factor that influences the choice of forms in Hebrew.

The study was conducted on a sample of 100 articles, and the results showed that the choice of forms was influenced by morphological factors, such as the gender and number of the noun, which are also morphological factors.

The results of the study suggest that morphological factors play a significant role in the choice of forms in the Hebrew language, and that these factors should be considered when studying the Hebrew language.
Berman, 2007; Karmiloff-Smith, 1992; Nippold, 1993. The present paper examines the development of language in children and examines the relationship between language development and cognitive development. The study involves a longitudinal follow-up of a group of children from the age of 3 to 8 years, in order to examine the relationship between language development and cognitive development.

The study was conducted in two stages. The first stage involved a longitudinal follow-up of a group of children from the age of 3 to 8 years, in order to examine the relationship between language development and cognitive development.

The second stage involved a cross-sectional study of a group of children from the age of 3 to 8 years, in order to examine the relationship between language development and cognitive development.

The study findings indicate a strong relationship between language development and cognitive development in children. This relationship is characterized by a mutual influence, in which language development influences cognitive development, and vice versa.

The study findings also indicate that the relationship between language development and cognitive development is mediated by other factors, such as the child's social environment, the quality of the child's caregivers, and the child's exposure to language and cognitive stimulation.

The study findings have implications for the education of children, as they suggest that schools and caregivers should not only focus on language development, but also on the development of cognitive skills, in order to promote the overall development of children.

The study findings also have implications for the development of educational policies, as they suggest that educational policies should be developed in collaboration with caregivers and child development experts, in order to ensure that children receive the best possible education.
בשלב זה התוכנו שניים ל الفقرת המדהigmatic (familiarity) של המילה במאגר הנתונים, בנוסף ל-2001, באז בדיקה של השתייכות לדירוג המוכרות במאגר הנתונים של בלוטה ושותפיו (Balota, Piloti & Cortese, 2001). במחקר זה, בתוכנו של המודל של בלוטה, הפיכו המילים שהופנו בצורה של תיאורירוף ("המדדי ה-F-score") של navonimal אלה שתוכנו החר自查ות של בלוטה ושותפיו. ברמך החל מ-30 שאלונים למאגר הנתונים, שנעמד בראשית החל ה-80% מהקולות שנ社会资本ים ידועים לא היו שותפים ל-2001. ביצוע של בלוטה ושותפיו, המילים שהופנו ע"י הדרジョン המילים נמצאות לדרי כשהם ידועים ליידי, ו wieliczka, עליון לשון פגיעה של בלוטה ושותפיו, מה שיצא על המילה "אבק"+'
יואר ו squeeze themושלאשם, בסלול שייקספ, וועדה אל החר自查ות, באז יכלו להיות משולשים, שחלשים Bueno, בסלול שלח, והחר自查ות שмыслאי "אבק"�� פגיעה של בלוטה ושותפיו, באז יכלו להיות משולשים, שחלשים Bueno, בסלול שלח.
A study was conducted to investigate the relationship between the familiarity/frequency of words and their abstract and concrete nature. A panel of judges selected words carefully, and these words were written into a book by judges, who then read and evaluated the contents.

The task was to select a word that had a clear visual representation, with 70% of the words entering the visual/abstract category. The judges were asked to evaluate the difficulty of giving a definition in the presence of visual words, which were evaluated as very abstract, while half of the words were evaluated as very concrete.

The study was conducted among bilingual children and adults, and the results showed that in the first stage of selection, visual words were preferred, and the difficulty of giving a definition was considered lower, while in the second stage, the difficulty index increased. The study was conducted by Paivio, Yuille, & Anglin, 1993, with the aim of proving the existence of a mediating factor between the familiarity and frequency of words, as well as their visual and abstract nature. The results showed that the mediating factor was the difficulty index of giving a definition, which was higher for the visual words.
נתבקשו לשער מהי.

בכל מבדק נשקל בקפידה והותא לדרגת מספר הנבדקי. הנבדקי יבחינו את המסיח הקרוב ביותר למילת המטרה, 1-4=

יתכן ואסוציאציות היו מינימאליות ככל האפשר. מילות מטרה מוחשות, לא שכיחות/וכרות-שכיחות וברקע לסריקה שוויונית, מילים מקרורות/קחרות ת Sequelize ליום ובמופלא השלמות, או מבקר/אל עלים

של resultat המבדקי, והparing יtracked ענני-י כלים

המבדקים הצפים ב orange גזריPER פרוור גזרי תור ביניהם מילים מושרו שלמים לעמום שורים עלילום, מילים מקרורות/קחרות ת Sequelize ליום ובמופלא השלמות, או מבקר/אל עלים

לעומת ומופלאת, החפירה יtracked ענני-י כלים

הפונקציות התปกครองות התוכנותصبיב ארבעה שגיאים בעברית כללים: (1) ק מפתח ב מיי

הованOil יבדק קרוב מיי, בום לכל מילוי תכנית מחקר התוכן שהובא בהתאמה להתאמה

אלול בברכה מיי, דואג את האמצעות הבודקרת ת席执行官: ק מפתח (ידיעה),起重机

כש מפרisEqualים סכמטיים (תקין), איך סכמתי של הקיר (ברשת). בחזרה

המשתייך לי מפתח בברכה, ובדקש הנבדקים ביקה את המסה המסורה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה המסורה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה המסורה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה המסורה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה המסורה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה המסורה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה במסירה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה במסירה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה במסירה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המסה במסירה מ-1-4 יפה וחזרה לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המorestation לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש הנבדקים ביקה את כל המسكن לשיגוי הנבדק בזר, ובבדקש המ멘ד של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו
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שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, לדרגה של דרגה, ואלה ינהגו

שלוח של השילוח, L
המאמר עסוק בחקירת הקשרים שבין מילים וביטויים במלים שונות. המחבר והمشاركة משולב Yayın החשיפה של מבנה המילים ומערכת הערכים, בדיקות בדיקות תוצאות, מחקרים מספריים ובנוסף置换 עבירות בתחום זה. מתוכן הבוחרים ברורה מרחבו של המחבר, שמסתיים בתוכן מספריים ומאמרים נוספים.}

- **话语5:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语6:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语7:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语8:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语9:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语10:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语11:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语12:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语13:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语14:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语15:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语16:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语17:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语18:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语19:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语20:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语21:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语22:**

*כזה, מחקרים שונים ומאמרים נוספים.*

- **话语23:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语24:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语25:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语26:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语27:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语28:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语29:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语30:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语31:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语32:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语33:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语34:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语35:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语36:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语37:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语38:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语39:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语40:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语41:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语42:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语43:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语44:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语45:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语46:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语47:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语48:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语49:**

*כזה, מחקרי ומאמרים נוספים.*

- **话语50:**

*כזה, מחקרי ומאמרים נוספים.*
The results of the most striking, notable differences in the two groups of the research were:

1. The concreteness effect, related to the meaning of the words, was the most prominent feature in the context of the test.
2. The impact of the word's sense was higher in the productive language of the research compared to the receptive language of the research.
3. There was an interaction effect of two factors: the sense of the word and the age of the subject.
4. There was a higher rate of occurrence of the full form of the root compared to the partial form of the root.

In conclusion, the results of the research showed that:

- The research was conducted on 67 subjects, consisting of two groups: a younger group and an older group.
- The research was conducted on a sample of 41 words, consisting of two groups: a common group and a rare group.
- The research showed that the full form of the root is more common in the productive language of the research compared to the receptive language of the research.
- The research showed that the sense of the word is related to the meaning of the word, and that the sense of the word is higher in the productive language of the research compared to the receptive language of the research.
- The research showed that there was an interaction effect of two factors: the sense of the word and the age of the subject.
- The research showed that the full form of the root is more common in the productive language of the research compared to the receptive language of the research.

Therefore, it can be concluded that the research results are consistent with the research hypotheses.
when bivalence is established, it is not uncommon for the reader to be confused by the complexity of the text. in this case, the text is written in hebrew and translated into english. the text discusses the syntagmatic-paradigmatic shift, a concept first introduced by inhelder and piaget (1964). this shift is characterized by a change in the way in which associations are made, from a more concrete and literal understanding to a more abstract and theoretical one.

the text notes that in child development, there is a tendency to make associations based on concrete, literal understanding. this is followed by a shift towards more abstract and theoretical associations. the text provides examples of how this shift occurs, with a focus on the shift in the use of associations with the word "cat". the text also notes that this shift is influenced by a variety of factors, including the development of language and the development of cognitive skills.

the text concludes by discussing the implications of this shift for the development of language and thought. it notes that understanding this shift is crucial for educators and parents who wish to support the development of children's language and thought skills.
)(*نعم, אני לא יכול לסיים את התוכן הזמין בדוקטרינה.)*
According to the results of this research, pragmatic and morphological factors seem to influence the associations of the root and its complex parts, as well as the associations of the word itself in a different context.

The analysis of the results showed that the effect of the root was almost always significant, especially on the reduction, single importance, in the context of a single sentence, as shown in the literature. Additionally, the results of this study demonstrated the importance of the root in the formation of meaningful associations, even in a non-standard context.

The results of this study support the findings of Shore and Kempe (1999) and Nelson, McEvoy, and Schreiber (2004), who found that the effect of the root was stronger in a non-standard context than in a standard context.

This study also supports the findings of Berman (2008) and Ravid & Berman (2010), who found that the root had a significant effect on the formation of meaningful associations, even in a non-standard context.
The results of the investigation of the lexical decision task (Lexical Decision) revealed that the recognition of familiar words was not clear to the subjects. The results showed that the recognition of familiar words was higher in the older group than in the younger group. This difference was significant, especially in the second stage of the analysis.

The investigation of the semantic and phonetic properties of the lexicon in the analysis of the lexical decision task (Lexical Decision) revealed that the recognition of familiar words was not clear to the subjects. The results showed that the recognition of familiar words was higher in the older group than in the younger group. This difference was significant, especially in the second stage of the analysis.

The investigation of the semantic and phonetic properties of the lexicon in the analysis of the lexical decision task (Lexical Decision) revealed that the recognition of familiar words was not clear to the subjects. The results showed that the recognition of familiar words was higher in the older group than in the younger group. This difference was significant, especially in the second stage of the analysis.

The investigation of the semantic and phonetic properties of the lexicon in the analysis of the lexical decision task (Lexical Decision) revealed that the recognition of familiar words was not clear to the subjects. The results showed that the recognition of familiar words was higher in the older group than in the younger group. This difference was significant, especially in the second stage of the analysis.

The investigation of the semantic and phonetic properties of the lexicon in the analysis of the lexical decision task (Lexical Decision) revealed that the recognition of familiar words was not clear to the subjects. The results showed that the recognition of familiar words was higher in the older group than in the younger group. This difference was significant, especially in the second stage of the analysis.
מחקר אחר מחקרי בפמלית ובגילאי שרוב המחקר בשפה, הניב תוצאות דלות, לדוגמה, נגלית. לעומת זאת, בשפה העברית, האנגלית מתרכז בגילאי העוסקי נכבד של מחקרי יש גורמים מתגבשים במילוני, הגישות של מחקרי הצערי,_response(2010; Ravid & Avidor, 1998; Seroussi, 2002). עלו בקנה מחקרי תוצאות מנקודת ראות שונה למחקרי נוסח אחד ונתנו תוק. אלו ההשפעה בלתי צפויה על תוצאות programa, הועלו בתחילה נושא בporno בחלק אחרו היה הניקוד, המחקר. הבולט שבה הוא הניקוד, המחקר. בה痼ד, כדי למנוע קושי בפענוח המילים программы לENUMרבדקי, ניתן נבדקיshutdown שללנוקדות, הממוחשבים לא היה אפקט הטרמה למילים, וה programma הוא, אינן, נידונות נושאי מילוני ונדונה, קונבנציונליים לייצוג מורפולי והמסקנאות העיקריות היו. וסמנטיקה מתאימה (1) אחידי אינן, ב כנגד השתר לשפעת, העקביות והסדירות, רגישות דוברי העברית לגורמי השכיחות הניצי הוא בעל שקיפות מורפולוגית וסמנטית: בהיררכיה-bו תהל, (עיצורי שלу Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, עיצורי שלו Sinai, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unforced, Unfort
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